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SYSTEMS AND METHODS FOR ALTERING A
STATE OF A SYSTEM USING A REMOTE
DEVICE THAT PROCESSES GESTURES

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of U.S. patent applica-
tion Ser. No. 14/616,186, filed Feb. 6, 2015, which is incor-
porated by reference herein in its entirety.

TECHNICAL FIELD

This patent specification relates to systems and methods
for altering a state of a system using a remote device that
processes gestures. More particularly, this specification
relates to techniques for enabling a user to perform gestures
with a personal device that can communicate an instruction to
a system based on monitored gestures.

BACKGROUND

This section is intended to introduce the reader to various
aspects of art that may be related to various aspects of the
present techniques, which are described and/or claimed
below. This discussion is believed to be helpful in providing
the reader with background information to facilitate a better
understanding of the various aspects of the present disclosure.
Accordingly, it should be understood that these statements are
to be read in this light, and not as admissions of prior art.

Network-connected devices appear throughout homes,
office buildings, and other structures. Some of these devices
are capable of communicating with each other using a net-
work. Some of these devices may be hazard detection sys-
tems, such as smoke detectors, carbon monoxide detectors,
combination smoke and carbon monoxide detectors, or may
be other systems for detecting other conditions have been
used in residential, commercial, and industrial settings for
safety and security considerations. When these systems
detect the presence of a dangerous condition, they often
sound an audible alarm. The alarm is often characterized as
having an extremely loud or ear piercing sound, and can be
unpleasant or very uncomfortable to a human listener. Some
hazard detectors may permit a user to press a button located
on the cover of the unit, sometimes termed a hush button or
temporary silence button, when they know an alarm to be
caused by a non-emergency situation, such as smoke from
cooking. When the hush button or temporary silence button is
pressed, the audible alarm noise is temporarily silenced for a
predetermined interval of time, such as in the range of four to
ten minutes, during which the user has an opportunity to
address the situation, such as by opening a window, without
being required to endure the ear-piercing sound of the alarm.
Ifthe condition persists at the end of the predetermined inter-
val of time, then the audible alarm noise resumes. One issue
that can arise in many practical situations is that the hazard
detector unit is mounted high on a wall or on a ceiling that is
out of the reach of the user, leading many users to seek out a
ladder, chair, or broomstick in order to press the hush button
or temporary silence button, which can lead to inconvenient,
impractical, and/or unsafe scenarios. Other issues arise as
would be apparent to a person skilled in the art in view of the
instant disclosure.

SUMMARY

A summary of certain embodiments disclosed herein is set
forth below. It should be understood that these aspects are
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2

presented merely to provide the reader with a brief summary
of these certain embodiments and that these aspects are not
intended to limit the scope of this disclosure. Indeed, this
disclosure may encompass a variety of aspects that may not
be set forth below.

Systems and methods for altering a state of system using a
remote device that processes gestures are described herein.
The electronic device can communicate with the system in
response to monitoring a user generated gesture or other
interaction. For example, a user can wave the device or wave
to the device, and in response thereto, the device can transmit
an instruction to the system that causes it to change its opera-
tional state. Thus, embodiments discussed herein enable a
user to perform remote gestures with a first device to affect the
operation of a second device.

In one embodiment, a method for processing a gesture
monitored by a personal device to alter a state of a hazard
detection system is provided. The method may be imple-
mented by the hazard detection system. The method may
include receiving an instruction from the personal device,
wherein the instruction is generated in response to a user
enacted gesture, determining a location of the personal
device, verifying that the location satisfies at least one con-
dition, and selectively altering a state of the hazard detection
system, based on the received instruction, when satisfaction
of the at least one condition is verified.

In another embodiment, a method for processing a gesture
monitored by a personal device to alter a state of a hazard
detection system is provided. The method may be imple-
mented by the personal device. The method may include
monitoring for a gesture interaction by a user, the gesture
interaction specifying a command to alter a state of the hazard
detection system, determining whether a gesture interaction
is monitored, transmitting an instruction to the hazard detec-
tion device in response to determining that a gesture interac-
tion is monitored, wherein the instruction comprises the com-
mand to alter a state of the hazard detection system.

A device for processing a gesture monitored by a personal
device to alter a state of the first device is provided. The first
device can include communications circuitry operative to
transmit and receive wireless signals and a processor coupled
to the communications circuitry. The processor may be opera-
tive to receive an instruction from the personal device,
wherein the instruction is generated in response to a user
enacted gesture, determine a location of the personal device,
verify that the location satisfies at least one condition, and
selectively alter a state of the hazard detection system, based
on the received instruction, when satisfaction of the at least
one condition is verified.

Various refinements of the features noted above may be
used in relation to various aspects of the present disclosure.
Further features may also be incorporated in these various
aspects as well. These refinements and additional features
may be used individually or in any combination. For instance,
various features discussed below in relation to one or more of
the illustrated embodiments may be incorporated into any of
the above-described aspects of the present disclosure alone or
in any combination. The brief summary presented above is
intended only to familiarize the reader with certain aspects
and contexts of embodiments of the present disclosure with-
out limitation to the claimed subject matter.

A further understanding of the nature and advantages of the
embodiments discussed herein may be realized by reference
to the remaining portions of the specification and the draw-
ings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a diagram of an enclosure with a hazard detection
system, according to some embodiments;
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FIG. 2 shows an illustrative block diagram of a hazard
detection system being used in an illustrative enclosure,
according to some embodiments;

FIG. 3 shows an illustrative block diagram showing various
components of a hazard detection system working together to
provide multi-criteria alarming and pre-alarming functional-
ity, according to some embodiments;

FIG. 4 shows an illustrative schematic of a hazard detection
system, according to some embodiments;

FIG. 5 shows an illustrative schematic of fabric network,
according to an embodiment;

FIG. 6 shows illustrative timing diagrams, according to an
embodiment;

FIG. 7 shows illustrative wake signal waveforms for each
device of FIG. 5, according to an embodiment;

FIG. 8 shows an illustrative wake packet including several
fields, according to an embodiment;

FIG. 9 shows amore detailed illustration of one of the fields
of the packet of FIG. 8, according to an embodiment:

FIG. 10 shows an illustrative flowchart, according to an
embodiment;

FIG. 11 shows another illustrative flowchart, according to
embodiment;

FIG. 12 shows an illustrative timing diagram of a lone
device that forms part of a fabric network, according to an
embodiment;

FIG. 13 shows an illustrative co-existence circuit for man-
aging operations of three communications circuits, according
to an embodiment;

FIGS. 14A-14B show priority cases for Wi-Fi circuitry,
according to some embodiments;

FIGS. 15A-D shows different illustrative 6LoWPAN pri-
ority use cases, according to various embodiments;

FIGS. 16A and 16B show illustrative timing diagrams
where Wi-Fi circuitry is OFF, according to various embodi-
ments;

FIG. 17 shows an illustrative timing diagram showing how
the BLE circuitry attempts to communicate with a personal
device during the idle portion of a wake packet being trans-
mitted by 6LoWPAN circuitry during a NCCA period,
according to an embodiment;

FIG. 18 shows illustrative timing diagrams of exemplary
BLE advertise, connect, and data transfer activity during BLE
transmissions, according to an embodiment;

FIG. 19 shows an illustrative process for enabling rapid
response to instructions generated by a personal device (or
out of fabric network device) while a hazard detection system
is engage in a fabric network wakeup event, according to an
embodiment

FIGS. 20A-20C show several illustrative screen shots that
illustrate how a user can interact with his or her personal
device to alter a state of a device that can receive remotely
generated instructions, according to an embodiment;

FIGS. 21A-21C shows the different categories of interac-
tions with a personal device, according to an embodiment;

FIG. 22 shows several illustrative gestures where device is
moved according to specific gestures according to various
embodiments;

FIG. 23 shows an illustrative device that has a camera and
microphone, according to an embodiment;

FIG. 24 shows an illustrative touch screen user interface on
a device, according to an embodiment;

FIG. 25 shows an illustrative flowchart of a process that
may be practiced by a personal device according to an
embodiment;
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FIG. 26 shows an illustrative flowchart of a process that
may be practiced by a hazard detection device according to an
embodiment; and

FIG. 27 shows a schematic view of an illustrative electronic
device, according to an embodiment.

DETAILED DESCRIPTION OF THE
DISCLOSURE

In the following detailed description, for purposes of
explanation, numerous specific details are set forth to provide
athorough understanding of the various embodiments. Those
of ordinary skill in the art will realize that these various
embodiments are illustrative only and are not intended to be
limiting in any way. Other embodiments will readily suggest
themselves to such skilled persons having the benefit of this
disclosure.

In addition, for clarity purposes, not all of the routine
features of the embodiments described herein are shown or
described. One of ordinary skill in the art would readily
appreciate that in the development of any such actual embodi-
ment, numerous embodiment-specific decisions may be
required to achieve specific design objectives. These design
objectives will vary from one embodiment to another and
from one developer to another. Moreover, it will be appreci-
ated that such a development effort might be complex and
time-consuming but would nevertheless be a routine engi-
neering undertaking for those of ordinary skill in the art
having the benefit of this disclosure.

It is to be appreciated that while one or more hazard detec-
tion embodiments are described further herein in the context
of being used in a residential home, such as a single-family
residential home, the scope of the present teachings is not so
limited. More generally, hazard detection systems are appli-
cable to a wide variety of enclosures such as, for example,
duplexes, townhomes, multi-unit apartment buildings, hotels,
retail stores, office buildings, and industrial buildings. Fur-
ther, it is understood that while the terms user, customer,
installer, homeowner, occupant, guest, tenant, landlord,
repair person, and the like may be used to refer to the person
or persons who are interacting with the hazard detector in the
context of one or more scenarios described herein, these
references are by no means to be considered as limiting the
scope of the present teachings with respect to the person or
persons who are performing such actions.

This disclosure relates to enabling rapid response to close
proximity network instructions generated by an out of fabric
network device such as a personal device while a fabric net-
work device such as a hazard detection system is engaged in
a fabric network wakeup event and is not yet able to conduct
cloud network communications. As defined herein, a fabric
network device can be a device or system capable of commu-
nicating with other devices using one of several different
wireless communication circuits. Each communications cir-
cuit may be operative to communicate according to a different
protocol that supports different network communications.
For example, a first wireless communications circuit may
conduct fabric network communications, a second wireless
communications circuit can conduct close-proximity net-
work communications, and a third wireless communications
circuit can participate in cloud network communications.
Fabric network communications may serve as the principal
inter-device communications between fabric devices, and
may be served, for example, by 6LoWPAN communications
circuitry. Close-proximity communications may be used for
inter fabric and non-fabric device communications, and may
be served, for example, by Bluetooth communications cir-
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cuitry. Cloud network communications may be served by
Wi-Fi communications circuitry. Wi-Fi circuitry may access
a router to enable communications between a fabric device
and a personal device.

As defined herein, an out of fabric network device may be
a personal device such as a cellphone, a tablet, computer,
wearable, or other device that can communicate with the
fabric network device using network communications other
than through the fabric network. For example, the personal
device may communicate with a fabric device using close-
proximity network communications or cloud network com-
munications. The close-proximity network communications
may be used to enable the personal and fabric devices to
engage in rapid response data transactions in situations where
cloud network communications are not available. Cloud net-
work communications may not be available, for example,
when the fabric device is in a sleep state, awakening from a
sleep state, or otherwise operating in a state where cloud
network communications are not available.

In some embodiments each of the wireless communication
circuits may compete for access to the same RF medium such
as, for example, a common antenna and/or operating fre-
quency. Thus, during various operational conditions, such as
during a fabric network wakeup event, certain network com-
munications may take priority over other network communi-
cations even though multiple communications networks are
available. For example, during the fabric network wakeup
event, the fabric network device may be able to communicate
using fabric network communications. Close proximity net-
work communications may be available to communicate with
the personal device, but not cloud network communications.
As such, the fabric device may not be able to communicate
with the personal device via the cloud communications net-
work until this network is available. Thus, in the interim, any
communications with the personal device may be made using
the close-proximity network so long as use of the close-
proximity network does not collide or interfere with use of the
fabric network communications. Embodiments discussed
herein manage the coexistence of signals on multiple com-
munication networks that require access to the same RF
medium in order to enable rapid interaction with a personal
device while the fabric network alerts other fabric devices
during a wake event.

This disclosure also relates to processing gestures to alter
the state of a system. The gestures may be made with respect
to a personal device that is located remote from the system
that is altering its state. The device may monitor for and
process gestures enacted by a user and transmit an appropri-
ate instruction to the system in response to the processed
gesture. The system may be capable of monitoring for and
processing the same gestures, but enabling the user to use his
or her device may provide an added benefit of convenience.
Moreover, the personal device may benefit from having addi-
tional sensors and/or computing power than its system coun-
terpart for processing such gestures, thereby potentially pro-
viding enhanced gesture detection. The gestures can be user-
enacted actions performed using the device or within the
monitorable vicinity of the system. For example, if the system
is sounding an alarm, the user may perform a hush gesture
using the device to instruct the system to cease sounding the
alarm.

Users may interact with the device by physically manipu-
lating it as part of a gesture. Such interactions may be akin to
using the device as a wand or wearable that moves in con-
junction with the user’s hand, arm, or other body part. Alter-
natively, users may perform gestures in a monitorable vicinity
of device. Such gestures may be gestures performed by the
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user in the presence of the device, but not necessarily moving
the device itself in accordance with a gesture. For example,
the device may be lying on a table and monitoring for user
gestures performed in a monitorable vicinity ofthe device. As
an example of a specific gesture, a user may wave his hand in
front of the device to invoke transmission of an instruction to
the system.

Certain systems may impose location verification condi-
tions on the remote device that is transmitting instructions
before committing to a change in operational state. For
example, a hazard detection system (e.g., smoke sensor and/
or CO sensor) may require verification that the device is
located within the same structure as the device. The specific-
ity of device location may vary for different system. For
example, some systems may that the device be in “line of
sight” or the same room as the system, whereas other systems
may require that the device be in the same structure of the
system. Additional details on these embodiments are dis-
cussed below.

FIG.1is adiagram illustrating an exemplary enclosure 100
using hazard detection system 105, remote hazard detection
system 107, thermostat 110, remote thermostat 112, heating,
cooling, and ventilation (HVAC) system 120, router 122,
computer 124, and central panel 130 in accordance with some
embodiments. Enclosure 100 can be, for example, a single-
family dwelling, a duplex, an apartment within an apartment
building, a warehouse, or a commercial structure such as an
office or retail store. Hazard detection system 105 can be
battery powered, line powered, or line powered with a battery
backup. Hazard detection system 105 can include one or more
processors, multiple sensors, non-volatile storage, and other
circuitry to provide desired safety monitoring and user inter-
face features. Some user interface features may only be avail-
able in line powered embodiments due to physical limitations
and power constraints. In addition, some features common to
both line and battery powered embodiments may be imple-
mented differently. Hazard detection system 105 can include
the following components: low power wireless personal area
network (6LoWPAN) circuitry, a system processor, a safety
processor, non-volatile memory (e.g., Flash), WiF1i circuitry,
an ambient light sensor (ALS), a smoke sensor, a carbon
monoxide (CO) sensor, a temperature sensor, a humidity
sensor, a noise sensor, one or more ultrasonic sensors, a
passive infra-red (PIR) sensor, a speaker, one or more light
emitting diodes (LED’s), and an alarm buzzer.

Hazard detection system 105 can monitor environmental
conditions associated with enclosure 100 and alarm occu-
pants when an environmental condition exceeds a predeter-
mined threshold. The monitored conditions can include, for
example, smoke, heat, humidity, carbon monoxide, radon,
methane and other gasses. In addition to monitoring the safety
of'the environment, hazard detection system 105 can provide
several user interface features not found in conventional
alarm systems. These user interface features can include, for
example, vocal alarms, voice setup instructions, cloud com-
munications (e.g. push monitored data to the cloud, or push
notifications to a mobile telephone, or receive software
updates from the cloud), device-to-device communications
(e.g., communicate with other hazard detection systems in the
enclosure), visual safety indicators (e.g., display of a green
light indicates it is safe and display of a red light indicates
danger), tactile and non-tactile input command processing,
and software updates.

Hazard detection system 105 can monitor other conditions
that not necessarily tied to hazards, per se, but can be config-
ured to perform a security role. In the security role, system
105 may monitor occupancy (using a motion detector), ambi-
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ent light, sound, remote conditions provided by remote sen-
sors (door sensors, window sensors, and/or motion sensors).
In some embodiments, system 105 can perform both hazard
safety and security roles, and in other embodiments, system
105 may perform one of a hazard safety role and a security
role.

Hazard detection system 105 can implement multi-criteria
state machines according to various embodiments described
herein to provide advanced hazard detection and advanced
user interface features such as pre-alarms. In addition, the
multi-criteria state machines can manage alarming states and
pre-alarming states and can include one or more sensor state
machines that can control the alarming states and one or more
system state machines that control the pre-alarming states.
Each state machine can transition among any one of its states
based on sensor data values, hush events, and transition con-
ditions. The transition conditions can define how a state
machine transitions from one state to another, and ultimately,
how hazard detection system 105 operates. Hazard detection
system 105 can use a dual processor arrangement to execute
the multi-criteria state machines according to various
embodiments. The dual processor arrangement may enable
hazard detection system 105 to manage the alarming and
pre-alarming states in a manner that uses minimal power
while simultaneously providing failsafe hazard detection and
alarming functionalities. Additional details of the various
embodiments of hazard detection system 105 are discussed
below.

Enclosure 100 can include any number of hazard detection
systems. For example, as shown, hazard detection system 107
is another hazard detection system, which may be similar to
system 105. In one embodiment, both systems 105 and 107
can be battery powered systems. In another embodiment,
system 105 may be line powered, and system 107 may be
battery powered. Moreover, a hazard detection system can be
installed outside of enclosure 100.

Thermostat 110 can be one of several thermostats that may
control HVAC system 120. Thermostat 110 can be referred to
as the “primary” thermostat because it may be electrically
connected to actuate all or part of an HVAC system, by virtue
of'an electrical connection to HVAC control wires (e.g. W, G,
Y, etc.) leading to HVAC system 120. Thermostat 110 can
include one or more sensors to gather data from the environ-
ment associated with enclosure 100. For example, a sensor
may be used to detect occupancy, temperature, light and other
environmental conditions within enclosure 100. Remote ther-
mostat 112 can be referred to as an “auxiliary” thermostat
because it may not be electrically connected to actuate HVAC
system 120, but it too may include one or more sensors to
gather data from the environment associated with enclosure
100 and can transmit data to thermostat 110 via a wired or
wireless link. For example, thermostat 112 can wirelessly
communicate with and cooperates with thermostat 110 for
improved control of HVAC system 120. Thermostat 112 can
provide additional temperature data indicative of its location
within enclosure 100, provide additional occupancy informa-
tion, or provide another user interface for the user (e.g., to
adjust a temperature setpoint).

Hazard detection systems 105 and 107 can communicate
with thermostat 110 or thermostat 112 via a wired or wireless
link. For example, hazard detection system 105 can wire-
lessly transmit its monitored data (e.g., temperature and occu-
pancy detection data) to thermostat 110 so that it is provided
with additional data to make better informed decisions in
controlling HVAC system 120. Moreover, in some embodi-
ments, data may be transmitted from one or more of thermo-
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stats 110 and 112 to one or more of hazard detections systems
105 and 107 via a wired or wireless link (e.g., the fabric
network).

Central panel 130 can be part of a security system or other
master control system of enclosure 100. For example, central
panel 130 may be a security system that may monitor win-
dows and doors for break-ins, and monitor data provided by
motion sensors. In some embodiments, central panel 130 can
also communicate with one or more of thermostats 110 and
112 and hazard detection systems 105 and 107. Central panel
130 may perform these communications via wired link, wire-
less link (e.g., the fabric network), or a combination thereof.
For example, if smoke is detected by hazard detection system
105, central panel 130 can be alerted to the presence of smoke
and make the appropriate notification, such as displaying an
indicator that a particular zone within enclosure 100 is expe-
riencing a hazard condition.

Enclosure 100 may further include a private network
accessible both wirelessly and through wired connections and
may also be referred to as a Local Area Network or LAN.
Network devices on the private network can include hazard
detection systems 105 and 107, thermostats 110 and 112,
computer 124, and central panel 130. In one embodiment, the
private network is implemented using router 122, which can
provide routing, wireless access point functionality, firewall
and multiple wired connection ports for connecting to various
wired network devices, such as computer 124. Wireless com-
munications between router 122 and networked devices can
be performed using an 802.11 protocol. Router 122 can fur-
ther provide network devices access to a public network, such
as the Internet or the Cloud, through a cable-modem, DSL
modem and an Internet service provider or provider of other
public network services. Public networks like the Internet are
sometimes referred to as a Wide-Area Network or WAN.

Access to the Internet, for example, may enable networked
devices such as system 105 or thermostat 110 to communicate
with a device or server remote to enclosure 100. The remote
server or remote device can host an account management
program that manages various networked devices contained
within enclosure 100. For example, in the context of hazard
detection systems according to embodiments discussed
herein, system 105 can periodically upload data to the remote
server via router 122. In addition, ifa hazard event is detected,
the remote server or remote device can be notified of the event
after system 105 communicates the notice via router 122.
Similarly, system 105 can receive data (e.g., commands or
software updates) from the account management program via
router 122.

Hazard detection system 105 can operate in one of several
different power consumption modes. Each mode can be char-
acterized by the features performed by system 105 and the
configuration of system 105 to consume different amounts of
power. Each power consumption mode corresponds to a
quantity of power consumed by hazard detection system 105,
and the quantity of power consumed can range from a lowest
quantity to a highest quantity. One of the power consumption
modes corresponds to the lowest quantity of power consump-
tion, and another power consumption mode corresponds to
the highest quantity of power consumption, and all other
power consumption modes fall somewhere between the low-
est and the highest quantities of power consumption.
Examples of power consumption modes can include an Idle
mode, a Log Update mode, a Software Update mode, an
Alarm mode, a Pre-Alarm mode, a Hush mode, and a Night
Light mode. These power consumption modes are merely
illustrative and are not meant to be limiting. Additional or
fewer power consumption modes may exist. Moreover, any
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definitional characterization of the different modes described
herein is not meant to be all inclusive, but rather, is meant to
provide a general context of each mode.

Although one or more states of the sensor state machines
and system state machines may be implemented in one or
more of the power consumption modes, the power consump-
tion modes and states may be different. For example, the
power consumption mode nomenclature is used in connec-
tion with various power budgeting systems and methods that
are explained in more detail in U.S. Provisional Application
Nos. 61/847,905 and 61/847,916.

FIG. 2 shows an illustrative block diagram of hazard detec-
tion system 205 being used in an illustrative enclosure 200 in
accordance with some embodiments. FIG. 2 also shows
optional hazard detection system 207 and router 222. Hazard
detection systems 205 and 207 can be similar to hazard detec-
tion systems 105 and 107 in FIG. 1, enclosure 200 can be
similar to enclosure 100 in FIG. 1, and router 222 can be
similar to router 122 in FIG. 1. Hazard detection system 205
can include several components, including system processor
210, high-power wireless communications circuitry 212 and
antenna, low-power wireless communications circuitry 214
and antenna, non-volatile memory 216, speaker 218, sensors
220, which can include one or more safety sensors 221 and
one or more non-safety sensors 222, safety processor 230,
alarm 234, power source 240, power conversion circuitry
242, high quality power circuitry 243, and power gating cir-
cuitry 244. Hazard detection system 205 may be operative to
provide failsafe safety detection features and user interface
features using circuit topology and power budgeting methods
that may minimize power consumption.

Hazard detection system 205 can use a bifurcated proces-
sor circuit topology for handling the features of system 205.
Both system processor 210 and safety processor 230 can exist
on the same circuit board within system 205, but perform
different tasks. System processor 210 is a larger more capable
processor that can consume more power than safety processor
230. System processor 210 can be operative to process user
interface features. For example, processor 210 can direct
wireless data traffic on both high and low power wireless
communications circuitries 212 and 214, access non-volatile
memory 216, communicate with processor 230, and cause
audio to be emitted from speaker 218. As another example,
processor 210 can monitor data acquired by one or more
sensors 220 to determine whether any actions need to be taken
(e.g., shut off a blaring alarm in response to a user detected
action to hush the alarm).

Safety processor 230 can be operative to handle safety
related tasks of system 205. Safety processor 230 can poll one
or more of sensors 220 and activate alarm 234 when one or
more of sensors 220 indicate a hazard event is detected.
Processor 230 can operate independently of processor 210
and can activate alarm 234 regardless of what state processor
210 is in. For example, if processor 210 is performing an
active function (e.g., performing a WiFi update) or is shut
down due to power constraints, processor 230 can activate
alarm 234 when a hazard event is detected. In some embodi-
ments, the software running on processor 230 may be perma-
nently fixed and may never be updated via a software or
firmware update after system 205 leaves the factory. In other
embodiments, processor 230 may be updated when system
205 is in the field.

Compared to processor 210, processor 230 is a less power
consuming processor. Thus by using processor 230 in lieu of
processor 210 to monitor a subset of sensors 220 yields a
power savings. If processor 210 were to constantly monitor
sensors 220, the power savings may not be realized. In addi-
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tion to the power savings realized by using processor 230 for
monitoring the subset of sensors 220, bifurcating the proces-
sors also ensures that the safety monitoring and core alarming
features of system 205 will operate regardless of whether
processor 210 is functioning. By way of example and not by
way of limitation, system processor 210 can include a rela-
tively high-powered processor such as Freescale Semicon-
ductor K60 Microcontroller, while safety processor 230 may
comprise a relatively low-powered processor such as a Free-
scale Semiconductor KI.16 Microcontroller. Overall opera-
tion of hazard detection system 205 entails a judiciously
architected cooperation of system processor 210 and safety
processor 230, with system processor 210 performing
selected higher-level, advanced functions that may not have
been conventionally associated with hazard detection units
(for example: more advanced user interface and communica-
tions functions; various computationally-intensive algo-
rithms to sense patterns in user behavior or patterns in ambi-
ent conditions; algorithms for governing, for example, the
brightness of an LED night light as a function of ambient
brightness levels; algorithms for governing, for example, the
sound level of an onboard speaker for home intercom func-
tionality; algorithms for governing, for example, the issuance
of'voice commands to users; algorithms for uploading logged
data to a central server; algorithms for establishing network
membership; and so forth), and with safety processor 230
performing the more basic functions that may have been more
conventionally associated with hazard detection units (e.g.,
smoke and CO monitoring, actuation of shrieking/buzzer
alarms upon alarm detection). By way of example and not by
way of limitation, system processor 210 may consume on the
order of 18 mW when it is in a relatively high-power active
state and performing one or more of its assigned advanced
functionalities, whereas safety processor 230 may only con-
sume on the order of 0.05 mW when it is performing its basic
monitoring functionalities. However, again by way of
example and not by way of limitation, system processor 210
may consume only on the order of 0.005 mW when in a
relatively low-power inactive state, and the advanced func-
tions that it performs are judiciously selected and timed such
the system processor is in the relatively high power active
state only about 0.05% of the time, and spends the rest of the
time in the relatively low-power inactive state. Safety proces-
sor 230, while only requiring an average power draw of 0.05
mW when it is performing its basic monitoring functional-
ities, should of course be performing its basic monitoring
functionalities 100% of the time. According to one or more
embodiments, the judiciously architected functional overlay
of'system processor 210 and safety processor 230 is designed
such that hazard detection system 205 can perform basic
monitoring and shriek/buzzer alarming for hazard conditions
even in the event that system processor 210 is inactivated or
incapacitated, by virtue of the ongoing operation of safety
processor 230. Therefore, while system processor 210 is con-
figured and programmed to provide many different capabili-
ties for making hazard detection unit 205 an appealing, desir-
able, updatable, easy-to-use, intelligent, network-connected
sensing and communications node for enhancing the smart-
home environment, its functionalities are advantageously
provided in the sense of an overlay or adjunct to the core
safety operations governed by safety processor 230, such that
even in the event there are operational issues or problems with
system processor 210 and its advanced functionalities, the
underlying safety-related purpose and functionality of hazard
detector 205 by virtue of the operation of safety processor 230
will continue on, with or without system processor 210 and its
advanced functionalities.
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High power wireless communications circuitry 212 can be,
for example, a Wi-Fi module capable of communicating
according to any of the 802.11 protocols. For example, cir-
cuitry 212 may be implemented using WiFi part number
BCM43362, available from Murata. Depending on an oper-
ating mode of system 205, circuitry 212 can operate in a low
power “sleep” state or a high power “active” state. For
example, when system 205 is in an Idle mode, circuitry 212
can be in the “sleep” state. When system 205 is in a non-Idle
mode such as a Wi-Fi update mode, software update mode, or
alarm mode, circuitry 212 can be in an “active” state. For
example, when system 205 is in an active alarm mode, high
power circuitry 212 may communicate with router 222 so that
a message can be sent to a remote server or device.

Low power wireless communications circuitry 214 can be
a low power Wireless Personal Area Network (6LoWPAN)
module or a ZigBee module capable of communicating
according to a 802.15.4 protocol. In some embodiments, low
power wireless communications circuitry 214 may serve as a
node in a fabric network of devices. In another embodiment,
circuitry 214 can be part number EM357 SoC available from
Silicon Laboratories. Depending on the operating mode of
system 205, circuitry 214 can operate in a relatively low
power “sleep” state or a relatively high power “awake” state.
When system 205 is in the Idle mode, WiFi update mode, or
software update mode, circuitry 214 can be in the “sleep”
state. Circuitry 214 may transition from the sleep state to the
awake state in response to receipt of a wake packet (transmit-
ted by another device) or in response to a state change in one
of the state machines running on system 205. When system
205 is in the Alarm mode, circuitry 214 can transmit fabric
messages so that the low power wireless communications
circuitry in system 207 can receive data indicating that system
205 is alarming. Thus, even though it is possible for high
power wireless communications circuitry 212 to be used for
listening for alarm events, it can be more power efficient to
use low power circuitry 214 for this purpose. Power savings
may be further realized when several hazard detection sys-
tems or other systems having low power circuitry 214 form an
interconnected wireless fabric network.

Power savings may also be realized because in order for
low power circuitry 214 to continually listen for data trans-
mitted from other low power circuitry, circuitry 214 may
constantly be operating in its “sleep” state. This state con-
sumes power, and although it may consume more power than
high power circuitry 212 operating in its sleep state, the power
saved versus having to periodically activate high power cir-
cuitry 214 can be substantial. When high power circuitry 212
is in its active state and low power circuitry 214 is in its awake
state, high power circuitry 212 can consume substantially
more power than low power circuitry 214.

In some embodiments, low power wireless communica-
tions circuitry 214 can be characterized by its relatively low
power consumption and its ability to wirelessly communicate
according to a first protocol characterized by relatively low
data rates, and high power wireless communications circuitry
212 can be characterized by its relatively high power con-
sumption and its ability to wirelessly communicate according
to a second protocol characterized by relatively high data
rates.

In some embodiments, low power wireless communica-
tions circuitry 214 may be a mesh network compatible mod-
ule that does not require a distinguished access point in order
to communicate to devices in a network. Mesh network com-
patibility can include provisions that enable mesh network
compatible modules to keep track of other nearby mesh net-
work compatible modules so that data can be passed through
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neighboring modules. Mesh network compatibility is essen-
tially the hallmark of the 802.15.4 protocol. In contrast, high
power wireless communications circuitry 212 is not a mesh
network compatible module and requires an access point in
order to communicate to devices in a network. Thus, if a first
device having circuitry 212 wants to communicate data to
another device having circuitry 212, the first device has to
communicate with the access point, which then transmits the
data to the second device. There is no device-to-device com-
munication per se using circuitry 212.

Non-volatile memory 216 can be any suitable permanent
memory storage such as, for example, NAND Flash, a hard
disk drive, NOR, ROM, or phase change memory. In one
embodiment, non-volatile memory 216 can store audio clips
that can be played back by speaker 218. The audio clips can
include installation instructions or warnings in one or more
languages. Speaker 218 can be any suitable speaker operable
to playback sounds or audio files. Speaker 218 can include an
amplifier (not shown).

Sensors 220 can be monitored by system processor 210 and
safety processor 230, and can include safety sensors 221 and
non-safety sensors 222. One or more of sensors 220 may be
exclusively monitored by one of system processor 210 and
safety processor 230. As defined herein, monitoring a sensor
refers to a processor’s ability to acquire data from that moni-
tored sensor. That is, one particular processor may be respon-
sible for acquiring sensor data, and possibly storing it in a
sensor log, but once the data is acquired, it can be made
available to another processor either in the form of logged
data or real-time data. For example, in one embodiment,
system processor 210 may monitor one of non-safety sensors
222, but safety processor 230 cannot monitor that same non-
safety sensor. In another embodiment, safety processor 230
may monitor each of the safety sensors 221, but may provide
the acquired sensor data to system processor 210.

Safety sensors 221 can include sensors necessary for ensur-
ing that hazard detection system 205 can monitor its environ-
ment for hazardous conditions and alert users when hazard-
ous conditions are detected, and all other sensors not
necessary for detecting a hazardous condition are non-safety
sensors 222. In some embodiments, safety sensors 221
include only those sensors necessary for detecting a hazard-
ous condition. For example, if the hazardous condition
includes smoke and fire, then the safety sensors might only
include a smoke sensor, at least one temperature sensor and a
relative humidity sensor. Other sensors, such as non-safety
sensors, could be included as part of system 205, but might
not be needed to detect smoke or fire. As another example, if
the hazardous condition includes carbon monoxide, then the
safety sensor might be a carbon monoxide sensor, and no
other sensor might be needed to perform this task.

Thus, sensors deemed necessary can vary based on the
functionality and features of hazard detection system 205. In
one embodiment, hazard detection system 205 can be a com-
bination smoke, fire, and carbon monoxide alarm system. In
such an embodiment, detection system 205 can include the
following necessary safety sensors 221: a smoke detector, a
carbon monoxide (CO) sensor, and one or more temperature
sensors. Smoke detectors typically use optical detection, ion-
ization, or air sampling techniques to trigger the smoke con-
dition. Optical scattering and obscuration detection tech-
niques may use infrared light emitting diodes (LEDs) and
photodiodes. When smoke and/or other matter (e.g., water
vapor) enters a smoke chamber, the light emitted by the
LED(s) is scattered, which enables the photodiodes to detect
the light. If no smoke or other matter (e.g., water vapor) is in
the smoke chamber, then the photodiodes are not be able to
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detect the light being emitted by the LED(s). lonization tech-
niques may use a radioactive material such as Americium-241
to ionize the air, which creates a measurable current between
detector two plates. When smoke particles enter the chamber,
they bind to the ions. The reaction produces a measurable
drop in the conducted current between detector plates; the
resulting drop indicates smoke detection. In some geographic
locations (e.g., Europe) traditional Americium-241 ioniza-
tion smoke detectors are banned by regulatory agencies in
part because of the necessity to dispose of a radioactive mate-
rial at the end of the smoke detector’s life. A smoke detector
can also use a non-radioactive ionization technique to detect
the presence of smoke and/or other particulate matter. A non-
radioactive ionizing detector may use a LED such as an ultra-
violet emitting LED with a photocatalyst coating. The pho-
tocatalyst generates ions when light (e.g., UV light) passes
through it. When these ions are displaced or neutralized by
smoke and/or other matter, the detector detects a change in
current between two plates and register a smoke event.

A CO sensor can detect the presence of carbon monoxide
gas, which, in the home, is typically generated by open
flames, space heaters, water heaters, blocked chimneys, and
automobiles. The material used in electrochemical CO sen-
sors typically has a 5-7 year lifespan. Thus, after a 5-7 year
period has expired, the CO sensor should be replaced. A heat
sensor can be a thermistor, which is a type of resistor whose
resistance varies based on temperature. Thermistors can
include negative temperature coefficient (NTC) type ther-
mistors or positive temperature coefficient (PTC) type ther-
mistors. A relative humidity sensor may be used to distinguish
between obscuration caused by smoke and steam or fog.
Furthermore, in this embodiment, detection system 205 can
include the following non-safety sensors 222: a humidity
sensor, an ambient light sensor, a push-button sensor, a pas-
sive infra-red (PIR) sensor, and one or more ultrasonic sen-
sors. A temperature and humidity sensor can provide rela-
tively accurate readings of temperature and relative humidity
for the purposes of environmental monitoring and HVAC
control. An ambient light sensor (ALS) can detect ambient
light and the push-button sensor can be a switch, for example,
that detects a user’s press of the switch. A PIR sensor can be
used for various motion detection features. Ultrasonic sensors
can be used to detect the presence of an object. Such sensors
can generate high frequency sound waves and determine
which wave(s) are received back by the sensor. Sensors 220
can be mounted to a printed circuit board (e.g., the same board
that processors 210 and 230 may be mounted to), a flexible
printed circuit board, a housing of system 205, or a combina-
tion thereof.

In some embodiments, data acquired from one or more
non-safety sensors 222 can be acquired by the same processor
used to acquire data from one or more safety sensors 221. For
example, safety processor 230 may be operative to monitor
both safety and non-safety sensors 221 and 222 for power
savings reasons, as discussed above. Although safety proces-
sor 230 may not need any of the data acquired from non-
safety sensor 222 to perform its hazard monitoring and alert-
ing functions, the non-safety sensor data can be utilized to
provide enhanced hazard system 205 functionality. The
enhanced functionality can be realized in alarming algo-
rithms according to various embodiments discussed herein.
For example, the non-sensor data can be utilized by system
processor 210 to implement system state machines that may
interface with one or more sensor state machines, all of which
are discussed in more detail below in connection with the
description accompanying FIG. 3 and in U.S. Provisional
Application No. 61/847,937.
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Alarm 234 can be any suitable alarm that alerts users in the
vicinity of system 205 of the presence of a hazard condition.
Alarm 234 can also be activated during testing scenarios.
Alarm 234 can be a piezo-electric buzzer, for example.

Power source 240 can supply power to enable operation of
system 205 and can include any suitable source of energy.
Embodiments discussed herein can include AC line powered,
battery powered, a combination of AC line powered with a
battery backup, and externally supplied DC power (e.g., USB
supplied power). Embodiments that use AC line power, AC
line power with battery backup, or externally supplied DC
power may be subject to different power conservation con-
straints than battery only embodiments. Battery powered
embodiments are designed to manage power consumption of
its finite energy supply such that hazard detection system 205
operates for a minimum period of time. In some embodi-
ments, the minimum period of time can be one (1) year, three
(3) years, or seven (7) years. In other embodiments, the mini-
mum period of time can be at least seven (7) years, eight (8)
years, nine (9) years, or ten (10) years. Line powered embodi-
ments are not as constrained because their energy supply is
virtually unlimited. Line powered with battery backup
embodiments may employ power conservation methods to
prolong the life of the backup battery.

In battery only embodiments, power source 240 includes
one or more batteries or a battery pack. The batteries can be
constructed from different compositions (e.g., alkaline or
lithium iron disulfide) and different end-user configurations
(e.g., permanent, user replaceable, or non-user replaceable)
can be used. In one embodiment, six cells of Li—FeS, can be
arranged in two stacks of three. Such an arrangement can
yield about 27000 mWh of total available power for system
205.

Power conversion circuitry 242 includes circuitry that con-
verts power from one level to another. Multiple instances of
power conversion circuitry 242 may be used to provide the
different power levels needed for the components within sys-
tem 205. One or more instances of power conversion circuitry
242 can be operative to convert a signal supplied by power
source 240 to a different signal. Such instances of power
conversion circuitry 242 can exist in the form of buck con-
verters or boost converters. For example, alarm 234 may
require a higher operating voltage than high power wireless
communications circuitry 212, which may require a higher
operating voltage than processor 210, such that all required
voltages are different than the voltage supplied by power
source 240. Thus, as can be appreciated in this example, at
least three different instances of power conversion circuitry
242 are required.

High quality power circuitry 243 is operative to condition
a signal supplied from a particular instance of power conver-
sion circuitry 242 (e.g., a buck converter) to another signal.
High quality power circuitry 243 may exist in the form of a
low-dropout regulator. The low-dropout regulator may be
able to provide a higher quality signal than that provided by
power conversion circuitry 242. Thus, certain components
may be provided with “higher” quality power than other
components. For example, certain safety sensors 221 such as
smoke detectors and CO sensors require a more stable voltage
in order to operate properly than a digital circuitry within the
system processor 210.

Power gating circuitry 244 can be used to selectively
couple and de-couple components from a power bus. De-
coupling a component from a power bus insures that the
component does not incur any quiescent current loss, and
therefore can extend battery life beyond that which it would
be if the component were not so de-coupled from the power
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bus. Power gating circuitry 244 can be a switch such as, for
example, a MOSFET transistor. Even though a component is
de-coupled from a power bus and does not incur any current
loss, power gating circuitry 244 itself may consume a small
amount of power. This power consumption, however, is less
than the quiescent power loss of the component.

It is understood that although hazard detection system 205
is described as having two separate processors, system pro-
cessor 210 and safety processor 230, which may provide
certain advantages as described hereinabove and hereinbe-
low, including advantages with regard to power consumption
as well as with regard to survivability of core safety monitor-
ing and alarming in the event of advanced feature provision
issues, it is not outside the scope of the present teachings for
one or more of the various embodiments discussed herein to
be executed by one processor or by more than two processors.

FIG. 3 shows an illustrative block diagram showing various
components ofhazard detection system 300 working together
to provide multi-criteria alarming and pre-alarming function-
alities according to various embodiments. As shown, system
300 can include sensor data 302, hush detection events 304,
transition conditions 306, threshold adjustment parameter
307, multi-criteria state machines 310, clock 312, other states
320, alarming states 330, pre-alarming states 340, alarm 350,
display 352, and speaker 354. Also shown are several com-
munication links 370, each of which may have unidirectional
or bidirectional data and/or signal communications capabili-
ties. Multi-criteria state machines 310 can control alarming
states 330, pre-alarming states 340, and all other state
machine states 320 based on sensor data 302, hush detection
events 304, transition conditions 306, clock 312, and other
criteria, and alarming and pre-alarming states 330 and 340
can control the output of alarm 350, display 352, and speaker
354. Alarming states 330 can include multiple alarming states
(e.g., one for each hazard, such as smoke alarming state 331,
CO alarming state 332, and heat alarming state 333) and
pre-alarming states 340 can include multiple pre-alarming
states (e.g., one or more for each hazard, such as smoke
pre-alarming state 341 and CO pre-alarming state 342. Other
states can include, for example, idling states, monitoring
states, alarm hushing states, pre-alarm hushing states, post-
alarm states, holding states, and alarm monitoring states.

Alarming states 330 can control activation and deactivation
of alarm 350 and display 352 in response to determinations
made by multi-criteria state machines 310. Alarm 350 can
provide audible cues (e.g., in the form of buzzer beeps) that a
dangerous condition is present. Display 352 can provide a
visual cue (e.g., such as flashing light or change in color) that
a dangerous condition is present. If desired, alarming states
330 can control playback of messages over speaker 354 in
conjunction with the audible and/or visual cues. For example,
combined usage of alarm 350 and speaker 354 can repeat the
following sequence: “BEEP, BEEP, BEEP-Smoke Detected
In Bedroom-BEEP BEEP BEEP,” where the “BEEPS” ema-
nate from alarm 350 and “smoke detected in bedroom” ema-
nates from speaker 354. As another example, usage of alarm
350 and speaker 354 can repeat the following sequence:
“BEEP, BEEP, BEEP-Wave to Hush Alarm-BEEP BEEP
BEEP,” in which speaker 354 is used to provide alarming hush
instructions. Any one of the alarming states 330 (e.g., smoke
alarm state 331, CO alarm state 332, and heat alarm state 333)
can independently control alarm 350 and/or display 352 and/
or speaker 354. In some embodiments, alarming states 330
can cause alarm 350 or display 352 or speaker 354 to emit
different cues based on which specific alarm state is active.
For example, if a smoke alarm state is active, alarm 350 may
emit a sound having a first characteristic, but if a CO alarm
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state is active, alarm 350 may emit a sound having a second
characteristic. In other embodiments, alarming states 330 can
cause alarm 350 and display 352 and speaker 354 to emit the
same cue regardless of which specific alarm state is active.

Pre-alarming states 340 can control activation and deacti-
vation of speaker 354 and display 352 in response to deter-
minations made by multi-criteria state machines 310. Pre-
alarming can serve as a warning that a dangerous condition
may be imminent. Speaker 354 may be utilized to playback
voice warnings that a dangerous condition may be imminent.
Different pre-alarm messages may be played back over
speaker 354 for each type of detected pre-alarm event. For
example, if a smoke pre-alarm state is active, a smoke related
message may be played back over speaker 354. If a CO
pre-alarm state is active, a CO related message may be played
back. Furthermore, different messages may be played back
for each one of the multiple pre-alarms associated with each
hazard (e.g., smoke and CO). For example, the smoke hazard
may have two associated pre-alarms, one associated with a
first smoke pre-alarming state (e.g., suggesting that an alarm-
ing state may be moderately imminent) and another one asso-
ciated with a second smoke pre-alarming state (e.g., suggest-
ing that an alarming state may be highly imminent). Pre-
alarm messages may also include voice instructions on how to
hush pre-alarm messages. Display 352 may also be utilized in
a similar fashion to provide visual cues of an imminent alarm-
ing state. In some embodiments, the pre-alarm messages can
specify the location of the pre-alarming conditions. For
example, if hazard system 300 knows it is located in the
bedroom, it can incorporate the location in the pre-alarm
message: “Smoke Detected In Bedroom.”

Hazard detection system 300 can enforce alarm and pre-
alarm priorities depending on which conditions are present.
For example, if elevated smoke and CO conditions exist at the
same time, the smoke alarm state and/or pre-alarm smoke
state may take precedence over the CO alarm state and/or CO
pre-alarm state. If a user silences the smoke alarm or smoke
pre-alarm, and the CO alarm state or CO pre-alarm state is
still active, system 300 may provide an indication (e.g., a
voice notification) that a CO alarm or pre-alarm has also been
silenced. If a smoke condition ends and the CO alarm or
pre-alarm is event is still active, the CO alarm or pre-alarm
may be presented to the user.

Multi-criteria state machines 310 can transition to an idling
state when it determines that relatively little or no dangerous
conditions exist. The idling state can enforce a relatively low
level of hazard detection system activity. For example, in the
idle state, the data sampling rates of one or more sensors may
be set at relatively slow intervals. Multi-criteria state
machines 310 can transition to a monitoring state when it
determines that sensor data values have raised to a level that
warrants closer scrutiny, but not to a level that transitions to a
pre-alarming or alarming state. The monitoring state can
imply a relatively high level ofhazard detection system activ-
ity. For example, in monitoring state, the data sampling rates
of one or more sensors may be much greater than in the idle
state. In addition, the data sampling rates of one or more
sensors may be set at relatively fast intervals for alarming
states 330, pre-alarming states 340, or both.

Alarm hushing and pre-alarm hushing states may referto a
user-instructed deactivation of an alarm or a pre-alarm for a
predetermined anount of time. For exanple, in one embodi-
ment, a user can press a button (not shown) to silence an alarm
or pre-alarm. In another embodiment, a user can perform a
hush gesture in the presence of the hazard detection system. A
hush gesture can be a user initiated action in which he or she
performs a gesture (e.g., a wave motion) in the vicinity of
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system 300 with the intent to turn off or silence a blaring
alarm. One or more ultrasonic sensors, a PIR sensor, or a
combination thereof can be used to detect this gesture.

Post-alarming states may refer to states that multi-criteria
state machines 310 can transition to after having been in one
of alarming states 330 or one of pre-alarming states 340. In
one post-alarming state, hazard detection system 300 can
provide an “all clear” message to indicate that the alarm or
pre-alarm condition is no longer present. This can be espe-
cially useful, for example, for CO because humans cannot
detect CO. Another post-alarming state can be a holding state,
which can serve as a system debounce state. This state can
prevent hazard detection system 300 from immediately tran-
sitioning back to a pre-alarming state 340 after having just
transitioned from an alarming state 330.

Multi-criteria state machines 310 can include several dif-
ferent state machines: sensor state machines and system state
machines. Each state machine can be associated with a par-
ticular hazard such as, for example, a smoke hazard, a carbon
monoxide hazard, or a heat hazard, and the multi-criteria state
machines may leverage data acquired by one or more sensors
in managing detection of a hazard. In some embodiments, a
sensor state machine can be implemented for each hazard. In
other embodiments, a system state machine may be imple-
mented for each hazard or a subset of hazards. The sensor
state machines can be responsible for controlling relatively
basic hazard detection system functions and the system state
machines can be responsible for controlling relatively
advanced hazard detection system functions. In managing
detection of a hazard, each sensor state machine and each
system state machine can transition among any one of its
states based on sensor data 302, hush events 304, and transi-
tion conditions 306. A hush event can be a user initiated
command to hush, for example, a sounding alarm or pre-
alarm voice instruction.

Transition conditions 306 can include a myriad of different
conditions that may define how a state machine transitions
from one state to another. Each state machine can have its own
set of transition conditions. The conditions can define thresh-
olds that may be compared against any one or more of the
following inputs: sensor data values, time clocks, and user
interaction events (e.g., hush events). State change transitions
can be governed by relatively simple conditions (e.g., single-
criteria conditions), or relatively complex conditions (e.g.,
multi-criteria conditions). Single-criteria conditions may
compare one input to one threshold. For example, a simple
condition can be a comparison between a sensor data value
and a threshold. If the sensor data value equals or exceeds the
threshold, the state change transition may be executed. In
contrast, a multi-criteria condition can be a comparisonof one
or more inputs to one or more thresholds. For example, a
multi-criteria condition can be a comparison between a first
sensor value and a first threshold and a comparison between a
second sensor value and a second threshold. In some embodi-
ments, both comparisons would need to be satisfied in order
to effect a state change transition. In other embodiments, only
one of the comparisons would need to be satisfied in order to
effect a state change transition. As another example, a multi-
criteria condition can be a comparison between a time clock
and a time threshold and a comparison between a sensor value
and a threshold.

In some embodiments, the threshold for a particular tran-
sition condition can be adjusted. Such thresholds are referred
to herein as adjustable thresholds (e.g., shown as part of
transition conditions 306). The adjustable threshold can be
changed in response to threshold adjustment parameter 307,
which may be provided, for example, by an alarm threshold

15

20

30

35

40

45

50

18

setting module according to an embodiment. Adjustable
thresholds can be selected from one of at least two different
selectable thresholds, and any suitable selection criteria can
be used to select the appropriate threshold for the adjustable
threshold. In one embodiment, the selection criteria can
include several single-criteria conditions or a multi-criteria
condition. In another embodiment, if the adjustable threshold
is compared to sensor values of a first sensor, the selection
criteria can include an analysis of at least one sensor other
than the first sensor. In another embodiment, the adjustable
threshold can be the threshold used in a smoke alarm transi-
tion condition, and the adjustable threshold can be selected
from one of three different thresholds.

In some embodiments, the threshold for a particular tran-
sition condition can be a learned condition threshold (not
shown). The learned condition threshold can be the result of
a difference function, which may subtract a constant from an
initial threshold. The constant can be changed, if desired,
based on any suitable number of criteria, including, for
example, heuristics, field report data, software updates, user
preferences, device settings, etc. Changing the constant can
provide a mechanism for changing the transition condition
for one or more states (e.g., a pre-alarming state). This con-
stant can be provided to transition conditions 306 to make
adjustments to the learned condition threshold. In one
embodiment, the constant can be selected based on installa-
tion and setup of hazard detection system 300. For example,
the home owner can indicate that hazard detection system 300
has been installed in a particular room of an enclosure.
Depending on which room it is, system 300 can select an
appropriate constant. For example, a first constant can be
selected if the room is a bedroom and a second constant can be
selected if the room is a kitchen. The first constant may be a
value that makes hazard detection system 300 more sensitive
to potential hazards than the second constant because the
bedroom is in a location that is generally further away from an
exit and/or is not generally susceptible to factors that may
otherwise cause a false alarm. In contrast, the kitchen, for
example, is generally closer to an exit than a bedroom and can
generate conditions (e.g., steam or smoke from cooking) that
may cause a false alarm. Other installation factors can also be
taken into account in selecting the appropriate constant. For
example, the home owner can specify that the room is adja-
cent to a bathroom. Since humidity stemming from a bath-
room can cause false alarms, hazard system 300 can select a
constant that takes this into account. As another example, the
home owner can specify that the room includes a fireplace.
Similarly, hazard system 300 can select a constant that takes
this factor into account.

In another embodiment, hazard detection system 300 can
apply heuristics to self-adjust the constant. For example, con-
ditions may persist that keep triggering pre-alarms, but the
conditions do not rise to alarming levels. In response to such
persistent pre-alarm triggering, hazard detection system 300
can modify the constant so that the pre-alarms are not so
easily triggered. In yet another embodiment, the constant can
be changed in response to a software update. For example, a
remote server may analyze data acquired from several other
hazard detection systems and adjust the constant accordingly,
and push the new constant to hazard detection system 300 via
asoftware update. In addition, the remote server can also push
down constants based on user settings or user preferences to
hazard detection system 300. For example, the home owner
may be able to define a limited number of settings by directly
interacting with hazard detection system 300. However, the
home owner may be able to define an unlimited number of
settings by interacting with, for example, a web-based pro-
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gram hosted by the remote server. Based on the settings, the
remote server can push down one or more appropriate con-
stants.

The sensor state machines can control alarming states 330
and one or more of other states 320. In particular, smoke
sensor state machine 314 can control smoke alarm state 331,
CO sensor state machine 316 can control CO alarming state
332, and heat sensor state machine 318 can control heat
alarming state 333. For example, smoke sensor state machine
314 may be operative to sound alarm 350 in response to a
detected smoke event. As another example, CO sensor state
machine 316 can sound alarm 350 in response to a detected
CO event. As yet another example, heat sensor state machine
318 can sound alarm 350 in response to a detected heat event.
In some embodiments, a sensor state machine can exercise
exclusive control over one or more alarming states 330.

The system state machines can control pre-alarming states
340 and one or more of other states 320. In particular, smoke
system state machine 315 may control smoke pre-alarm state
341, and CO system state machine 317 may control CO
pre-alarm state 342. In some embodiments, each system state
machine can manage multiple pre-alarm states. For example,
a first pre-alarm state may warn a user that an abnormal
condition exists, and a second pre-alarm state may warn the
user that the abnormal condition continues to exist. Moreover,
each system state machine can manage other states that can-
not be managed by the sensor state machines. For example,
these other states can include a monitoring state, a pre-alarm
hushing state, and post-alarm states such as holding and alarm
monitoring states.

The system state machines can co-manage one or more
states with sensor state machines. These co-managed states
(“shared states™) can exist as states in both system and sensor
state machines for a particular hazard. For example, smoke
system state machine 315 may share one or more states with
smoke sensor state machine 314, and CO system state
machine 317 may share one or more states with CO sensor
state machine 316. The joint collaboration between system
and sensor state machines for a particular hazard is shown by
communications link 370, which connects the two state
machines. In some embodiments, any state change transition
to a shared state may be controlled by the sensor state
machine. For example, the alarming state may be a shared
state, and anytime a sensor state machine transitions to the
alarming state, the system state machine that co-manages
states with that sensor state machine may also transition to the
alarming state. In some embodiments, shared states can
include idling states, alarming states, and alarm hushing
states. The parameters by which multi-criteria state machines
310 may function are discussed in more detail in connection
with the description accompanying FIGS. 4A-8B of U.S.
Provisional Patent Application No. 61/847,937.

FIG. 4 shows an illustrative schematic of hazard detection
system 400 according to an embodiment and shows, among
other things, signal paths among various components, state
machines, and illustrative modules being executed by differ-
ent processors. System 400 can include system processor
402, safety processor 430, ultrasonic sensors 421, ALS sensor
422, humidity sensor 423, smoke sensor 424, CO sensor 425,
temperatures sensors 426, and PIR sensor 427, button 440,
LED(s) 442, alarm 444, speaker 446, fabric network commu-
nications module 450, and fabric network communications
circuitry 460. System processor 402 can be similar to system
processor 210 of FIG. 2. System processor 402 can operate
system state machines 404, system state machine module
405, alarm/speaker coordination module 406, hush module
407, trigger adjustment module 410, and sleep/wake module
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414. System state machines 404 can access system state
machine module 405, alarm/speaker coordination module
406, and hush module 407 in making state change determi-
nations. System processor 402 can receive data values
acquired by ultrasonic sensors 421 and other inputs from
safety processor 430. System processor 402 may receive data
from sensors 422-427, data from sensor log 438, trigger
events from trigger module 436, state change events and
alarm information from sensor state machines 432, and but-
ton press events from button 440.

Safety processor 430 can be similar to safety processor 230
of FIG. 2. Safety processor 430 can operate sensor state
machines 432, alarm thresholds 433, trigger module 436, and
sensor log 438. Safety processor 430 can control operation of
LEDs 442 and alarm 444. Safety processor 430 can receive
data values acquired by sensors 422-427 and button 440. All
or a portion of acquired sensor data can be provided to sensor
state machines 432. For example, as illustrated in FIG. 4,
smoke, CO, and heat sensor data is shown being directly
provided to sensor state machines 432. Sensor log 438 can
store chunks of acquired data that can be provided to system
processor 402 on a periodic basis or in response to an event
such as a state change in one of sensor state machines 432 or
a trigger event detected by trigger module 436. In addition, in
some embodiments, even though the sensor data may be
stored in sensor log 438, it can also be provided directly to
system processor 402, as shown in FIG. 4.

Alarm thresholds 433 can store the alarming thresholds in
a memory (e.g., Flash memory) that is accessible by sensor
state machines 432. As discussed above, sensor state
machines 432 can compare monitored sensor data values
against alarm thresholds 433 that may be stored within safety
processor 430 to determine whether a hazard event exists, and
upon determining that the hazard event exists, may cause the
alarm to sound. Each sensor (e.g., smoke sensor, CO sensor,
and heat sensor) may have one or more alarm thresholds.
When multiple alarm thresholds are available for a sensor,
safety processor 430 may initially select a default alarm
threshold, but responsive to an instruction received from sys-
tem processor 402 (e.g., from Alarm/Pre-Alarm Threshold
Setting Module 412), it can select one of the multiple alarm
thresholds as the alarm threshold for that sensor. Safety pro-
cessor 430 may automatically revert back to the default alarm
threshold if certain conditions are not met (e.g., a predeter-
mined period of time elapses in which an alarm setting thresh-
old instruction is not received from system processor 402).

Safety processor 430 and/or system processor 402 can
monitor button 440 for button press events. Button 440 can be
an externally accessible button that can be depressed by a
user. For example, a user may press button 440 to test the
alarming function or to hush an alarm. Safety processor 430
can control the operation of alarm 444 and LEDs 442. Pro-
cessor 430 can provide alarm information to alarm/speaker
coordination module 406 so that module 406 can coordinate
speaker voice notification with alarm sounds. In some
embodiments, safety processor 430 is the only processor that
controls alarm 444. Safety processor 430 can also receive
inputs from system processor 402 such as hush events from
hush module 407, trigger band boundary adjustment instruc-
tions from trigger adjustment module 410, and change thresh-
old instructions from alarm/pre-alarm threshold setting mod-
ule 412.

As shown, hazard detection system 400 may use a bifur-
cated processor arrangement to execute the multi-criteria
state machines to control the alarming and pre-alarming
states, according to various embodiments. The system state
machines can be executed by system processor 402 and the
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sensor state machines can be executed by safety processor
430. As shown, sensor state machines 432 may reside within
safety processor 430. This shows that safety processor 430
can operate sensor state machines such as a smoke sensor
state machine, CO sensor state machine, and heat sensor state
machine. Thus, the functionality of the sensor state machines
(as discussed above) are embodied and executed by safety
processor 430. As also shown, system state machines 404
may reside within system processor 402. This shows that
system processor 402 can operate system state machines such
as a smoke system state machine and a CO system state
machine. Thus, the functionality of the system state machines
(as discussed above) are embodied and executed by system
processor 402.

In the bifurcated approach, safety processor 430 can serve
as the “brain stem” of hazard detection system 400 and sys-
tem processor 402 can serve as the “frontal cortex.” In human
terms, even when a person goes to sleep (i.e., the frontal
cortex is sleeping) the brain stem maintains basic life func-
tions such as breathing and heart beating. Comparatively
speaking, safety processor 430 is always awake and operat-
ing; it is constantly monitoring one or more of sensors 422-
427, even if system processor 402 is asleep or non-function-
ing, and managing the sensor state machines of hazard
detection system 400. When the person is awake, the frontal
cortex is used to processes higher order functions such as
thinking and speaking. Comparatively speaking, system pro-
cessor 402 performs higher order functions implemented by
system state machines 404, alarm/speaker coordination mod-
ule 406, hush module 407, trigger adjustment module 410,
and alarm/pre-alarm threshold setting module 412. In some
embodiments, safety processor 430 can operate autono-
mously and independently of system processor 402. Thus, in
the event system processor 402 is not functioning (e.g., due to
low power or other cause), safety processor 430 can still
perform its hazard detection and alarming functionality.

The bifurcated processor arrangement may further enable
hazard detection system 400 to minimize power consumption
by enabling the relatively high power consuming system pro-
cessor 402 to transition between sleep and non-sleep states
while the relatively low power consuming safety processor
430 is maintained in a non-sleep state. To save power, system
processor 402 can be kept in the sleep state until one of any
number of suitable events occurs that wakes up system pro-
cessor 402. Sleep/wake module 414 can control the sleep and
non-sleep states of system processor 402. Safety processor
430 can instruct sleep/wake module 414 to wake system
processor 402 in response to a trigger event (e.g., as detected
by trigger module 436) or a state change in sensor state
machines 432. Trigger events can occur when a data value
associated with a sensor moves out of a trigger band associ-
ated with that sensor. A trigger band can define upper and
lower boundaries of data values for each sensor and are stored
with safety processor 430 in trigger module 436. Trigger
module 436 can monitor sensor data values and compare
them against the boundaries set for that particular sensor’s
trigger band. Thus, when a sensor data value moves out of
band, trigger module 436 registers this as a trigger event and
notifies system processor 402 of the trigger event (e.g., by
sending a signal to sleep/wake module 414).

The boundaries of the trigger band can be adjusted by
system processor 402, when it is awake, based on an opera-
tional state of hazard detection system 400. The operational
state can include the states of each of the system and sensor
state machines, sensor data values, and other factors. System
processor 402 may adjust the boundaries of one or more
trigger bands to align with one or more system state machine
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states before transitioning back to sleep. Thus, by adjusting
the boundaries of one or more trigger bands, system processor
402 effectively communicates “wake me” instructions to
safety processor 430. The “wake me” instructions can be
generated by trigger adjustment module 410 and transmitted
to trigger module 436, as shown in FIG. 4. The “wake me”
instructions can cause module 436 to adjust a boundary of one
or more trigger bands.

Fabric network communications module 450 may be
operative to control a fabric network activation process and
dissemination of fabric messages according to various
embodiments. Module 450 can communicate with state
machines 404 and 432 and with fabric network communica-
tions circuitry 460. Module 450 may generate the wake pack-
ets and fabric messages that are broadcasted by communica-
tions circuitry 460. Fabric network communications circuitry
460 may be operative to broadcast and receive data (including
wake packets and fabric messages. In one embodiment, cir-
cuitry 460 can be similar to low power circuitry 214 of FIG. 2.
Although not shown in FIG. 4, communications circuitry 460
can optionally communicate directly with safety processor
430.

FIG. 5 shows an illustrative schematic of fabric network
500 according to an embodiment. Fabric network 500 can
include two or more devices capable of wirelessly communi-
cating with each other using one or more different commu-
nications protocols. The communications protocols can
include, for example, Internet Protocol version 6 (IPv6). The
devices of network 500 may be positioned throughout an
enclosure, for example, such as a house or building. Depend-
ing on the positioning of the devices within the structure and
interference elements existing therein, some devices may not
be able to directly communicate with each other. For
example, as shown in FIG. 5, device 510 can communicate
directly with devices 520 and 530 (as indicated by the solid
lines), but may not communicate directly with device 540 (as
indicated by the dashed line). Device 510 may indirectly
communicate with device 540 via either device 520 or 530
because devices 520 and 530 may communicate directly with
device 540 (as shown by the solid lines). Personal device 550
may not exist as part of fabric network 500, but may be able
to communicate with any one of devices 510, 520, 530, and
540. Personal device 550 can be, for example, a device a user
can carry in a pocket or purse, or wear. Various embodiments
discussed herein describe how a user can interact with per-
sonal device 550 to instruct one of devices 510, 520, 530, and
540 to change its state prior to the end of a fabric network
“wake” sequence, thereby enabling a user to rapidly respond
to events.

Fabric network 500 may represent a multi-hop network in
which at least one device serves as a retransmission station for
relaying a message received from an originator device to a
destination device because the originator and destination
devices are not able to directly communicate with each other.
The number of hops needed may depend on a number of
factors such as the size of the network, the ability of device to
communicate with each other, etc. Fabric network 500 may
represent a two-hop network: the first hop exists between
device 510 and device 520 or device 530, and the second hop
exists between device 520 or 530 and device 540. If, for
example, devices 510 and 540 could directly communicate
with other, then fabric network 500 would be a single-hop
network.

Devices 510, 520, 530, and 540 have been labeled as Origi-
nator, Remote 1 (R1), Remote 2 (R2), and Remote 3 (R3).
These designations may be referred to herein throughout to
indicate which device serves as an originator of a communi-



US 9,265,001 B1

23

cation and which devices serve as recipients of the origina-
tor’s message. The originator, as its name implies, is the
device that initiates a fabric communication in response to
conditions it is monitoring, and messages broadcasted by the
originator are distributed to remote devices so that the remote
devices can take the appropriate actions in response to the
message broadcasted by the originator. The remote devices
may transmit messages in response to the originator’s mes-
sage(s), but the originator decides whether to abide by the
remote device’s message. For example, the originator ini-
tiates a fabric communication by informing the remote
devices that it is experiencing a smoke alarm. In response to
receiving the smoke alarm message, the remote devices take
an appropriate action (e.g., provide audible cues that a smoke
alarm exists or start sounding an alarm). A remote device may
broadcast a request to hush the alarm. The originator device,
upon receiving the request, determines whether to hush the
alarm. If hush conditions are satisfied, the originator may
broadcast a new message that contains a hush instruction. It
should be understood that the remote devices do not always
blindly follow the originator device. For example, there may
be instances where an originator device broadcast an “all
clear” message (signifying that no conditions exist at the
originator device), but one of the remote devices may be
independently detecting an alarm condition. That remote
device would not cease alarming or change its operational
state in response to the originator’s message, but it may
acknowledge that the originator is “all clear”.

As will be explained in more detail below, a fabric com-
munication may include two parts: 1) waking up devices in
the network and 2) transmitting a message after the devices
have been woken up. If the devices in the fabric network have
already been woken up, then the fabric communication may
only include part 2, the transmission of a message. Devices
within a fabric network may need to be woken up because
they spend a majority of their operational life in a low-power,
sleep mode.

FIG. 6 shows illustrative timing diagrams according to an
embodiment. In particular, FIG. 6 shows sleep cycle wave-
form 610 of a device (e.g., any one of devices 510, 520, 530,
or 540) and total wake signal waveform 620. Waveform 610
has period, Tg,,mrz Which includes an awake portion
(T sare) and a sleep portion (T,,,). Thus, for each period,
the device temporarily wakes up to check whether there is an
ongoing wake activity in the fabric. Each device operating
within a fabric network may operate according to waveform
610. When an originator device is instructed to wake up other
devices in the network, the originator device may broadcast
its wake signal message for the length of total wake signal
waveform 620 to provide sufficient time for the wake signal to
propagate through the fabric network to wake one or more
devices within the network. The wake signal is designed to
terminate at the same time across the network, and at the end
of the wake signal all the devices across the fabric must be
awake with high probability. To ensure these properties, the
time duration of total wake signal waveform 620 must exceed
the product of the number of hops in the fabric network and
Tsamrre:

FIG. 7 shows illustrative wake signal waveforms for each
device of FIG. 5 according to an embodiment. As shown,
waveforms 710, 720, 730, and 740 may correspond to the
wake signal broadcasted by devices 510, 520, 530, and 540,
respectively. Multiple wake packets may be broadcasted by a
device during assertion of the wake signal. FIG. 7 also shows
an illustrative total wake signal waveform 750, which has
total wake signal time period, T,,.; ware signar rime> DEGIN-
ning at time, t,, and ending at time, T . After time, T, the
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devices may be fully awake and capable of communicating
using another communication circuit. For example, the
devices may begin communicating with a server using Wi-Fi
communications circuitry. Using such circuitry, the devices
may be able to communicate with a personal device such as
device 550. In addition, device 550 may be able to commu-
nicate with one of the devices using the same communica-
tions circuitry (e.g., Wi-Fi communications circuitry) after
the devices are fully awake. Embodiments discussed herein
describe how a device can communicate with a personal
device prior to time, T, thereby enabling a user to commu-
nicate with the originator device even though the conven-
tional, general purpose communication circuitry is not yet
online for conducting communications.

FIG. 8 shows an illustrative wake packet 800 including
several fields according to an embodiment. As shown, wake
packet 800 may include preamble field 810, header field 820,
sequence number field 830, reason field 840, time remaining
field 850, and authentication code field 860. Wake packet 800
may include additional fields (not shown). Preamble and
header fields 810 and 820 may contain information pertaining
to the identification and organization of the packet. Sequence
number field 830 may specify a sequence number that is
globally unique across the fabric network for the lifetime of
every device in the network. Thus, an originally broadcasted
wake packet may contain a first sequence number and any
rebroadcast of that same wake packet may also contain the
first sequence number. Maintaining the sequence number
may enable devices within the fabric network to keep track of
wake packets being propagated through the network.

Reason field 840 may include a wake reason and param-
eters associated with the wake reason. FIG. 9 shows a more
detailed illustration of reason field 840, according to an
embodiment. As shown, reason field 840 can be a multi-bit
field designed to have a first number of bits designated for
wake reasons and a second number of bits designated for
wake reason parameters. The wake reasons can include diag-
nostic tests (e.g., device specific test), network tests (e.g.,
network test that do not depend on the fabric network being
formed), safety alarms (e.g., alarms that cause the fabric
network to wake up, with further updates to follow in a fabric
message), non-safety alarms (e.g., to denote pre-alarm states
of'an alarm or to denote security conditions), and emergency
alarms (e.g., alarms generated outside of the fabric network
that require activation of the fabric network). Some wake
reasons may be sufficient for disseminating the appropriate
message independent of a follow on fabric message. Other
wake reasons may be intended to be more generic than the
reason provided as part of a follow on fabric message, but the
wake reason may be sufficient to enable appropriate action by
devices receiving the message (e.g., cause remote devices to
change a state in their respective state machine). The wake
reason parameters may define one or more parameters of the
wake reason. For example, for a diagnostics test, the param-
eters may specify what to test. For an alarm reason, the
parameters may convey additional information about the
alarm.

The parameter time remaining field 850 may specify the
amount of time remaining for the total wake signal time
period, Ty s swake._signar_sime- A 10itial broadcast of a wake
packet from an originator device may specify a maximum
time period for T, wate signar_smes DUt the
T rotar_watke_signar_nme My be decremented for each subse-
quent rebroadcast of that same wake packet. For example,
referencing FIG. 7, at time to, the T,,..1 uare_signaz_rime MAY
be T ,~to, but at time t,, the T, vvure sime_remaining MAY be
T ,~-t,, resulting in a time decrement of t, —t,. Authentication
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code field 860 may include an authentication code that is used
to ensure secured wake packet transmission and reception. In
some embodiments, the authentication code can be based on
the sequence number, reason, and time remaining.

Referring now to FIGS. 5-8, collectively, each wake wave-
form 710, 720, 730, and 740 can broadcast wake packets in a
non-clear channel assessment (NCCA) mode and a clear
channel assessment (CCA) mode. The NCCA mode precedes
the CCA mode such that the wake signal for any device
includes a NCCA portion followed by a CCA portion. The
NCCA and CCA portions of each wake waveform are clearly
marked in FIG. 7. The time duration of the NCCA portion
may be fixed, and is referred to herein as T, In some
embodiments, T, may exceed T, »; ; i1 some embodi-
ments, Ty, may be set to twice the duration of T, 57z
The time duration of the CCA portion may be variable, and is
referred to herein as T, In some embodiments, T, may
be equal to the difference of T, and Ty,

In the NCCA mode, the device may repeatedly broadcast
its wake packets, irrespective of the state of the communica-
tion channel. Thus, in this mode, there is a possibility that
wake packets may saturate the fabric network, as more than
one device may be simultaneously broadcasting in the NCCA
mode. For example, FIG. 7 shows that all four devices are
broadcasting wake packets in the NCCA mode between times
t, and t;.

In the CCA mode, the device may first determine whether
any other device is communicating on a channel before
attempting to broadcast a wake packet. In effect, devices
operating in CCA mode race each other to determine who
broadcasts.

Starting at time, t,, the originator device begins transmit-
ting wake packets. Also at time, t,, total wake signal wave-
form 750 commences. The originator device transmits wake
packets in NCCA mode from time, t, to t,, during which time
remote devices 1 and 2 are awakened and they begin trans-
mitting wake packets at time, t,. The originator device con-
tinues to broadcast in NCCA mode until time, t, and the first
and second devices broadcast in NCCA mode until time, t,,.
When device 3 wakes up at time, t,, it begins transmitting in
NCCA mode until time, t5. Note that the T, time for each
device progressively shrinks the later a device is awoken.
Even though all four devices are awake at time, t,, they
continue broadcasting wake packets until time, T ,, at which
point all of the devices are awake and ready to communicate
fabric messages.

FIG. 10 shows an illustrative flowchart of steps that may be
performed as part of process 1000 according to embodiment.
More particularly, process 1000 may illustrate steps taken by
an originator device (e.g., device 510 of FIG. 5) that initiates
a fabric network wake event. Starting with step 1010, an
indication of a state change in a state machine may be
received. For example, one of the state machines of FIG. 3
may have changed from an IDLE state to an ALARM state.
Responsive to the state change, a wake packet may be gener-
ated, at step 1020. The wake packet can be similar to wake
packet 800 of FIG. 8, and can include a reason and
Tovate rime_remaining: @mong other populated packet fields. In
some embodiments, the reason can specify which state
machine experienced the state change, and can include the
new state of that state machine. For example, if the smoke
sensor state machine changed to an Alarm state, the reason
can include the smoke state machine and the Alarm state. It
should be understood that events other than state change
events may trigger an awakening of a fabric network. For
example, a device may decide to run diagnostics or network
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tests, either of which may result in the generation of a wake
packet that specifies the appropriate reason.

At step 1030, the wake packet may be broadcasted in a
NCCA mode for a NCCA time period. For example, in FIG.
7,the originator device may begin broadcasting wake packets
in NCCA mode at time, t,. In addition, T,,.zc_sme_remaining
begins at time, t,, and is set to end at time, T ,. The originator
device may continue to broadcast wake packets in the NCCA
mode until the NCCA time period expires, at step 1040. It is
understood that the T, 1. jime remaming ©f €ach packet is
adjusted as appropriate to account for the passage of time. In
FIG. 7, the NCCA time period for the originator expires at
timet;. After the NCCA time period expires, the wake packets
(with appropriately adjusted T, .z sime_remaiming) M3y be
broadcasted by the originator in a CCA mode for the remain-
der of T\, e sime._remaimings @ indicated by step 1050. Thus,
from time t; to T, the originator device may broadcast wake
packets in the CCA mode. When the T, 1. ime_remaining
expires at step 1060, the fabric network may be synchronized
and ready to transmit and receive fabric message packets, as
indicated by step 1070.

FIG. 11 shows an illustrative flowchart of steps that may be
performed as part of process 1100 according to embodiment.
More particularly, process 1100 may illustrate steps taken by
aremote device (e.g., any one of devices 520, 530, and 540 of
FIG. 5) that receives a wake packet. Starting with step 1110,
a wake packet may be received. The wake packet may be
similar to packet 800 of FIG. 8 and includes at least a reason
and T, ie sime remaining- At step 1120, the received wake
packet is authenticated. If the packet is not authenticated, it
may be dropped at step 1122.

Ifthe packet is authenticated, process 1100 may determine
whether the device is currently rebroadcasting at step 1125. If
the device is currently rebroadcasting, the received wake
packet may be dropped at step 1122. If the device is not
currently rebroadcasting, process 1100 may determine
whether the device has already rebroadcasted the received
wake packet at step 1130. To determine whether the device
has already rebroadcasted the received wake packet, the
device may compare components of the received wake packet
(e.g., reason for wake, sequence number, source address, etc.)
with components of wake packets previously rebroadcasted
by the device for a match. If the determination at step 1130 is
YES, process 1100 may drop the packet as indicated by step
1122. If the determination at step 1130 is NO, process 1100
may generate a rebroadcast wake packet based on the
received wake packet. The rebroadcast wake packet may be a
packet resembling packet 800. It may include the same
sequence number and reason as the received wake packet, but
may includeanupdated T, 1. ime remaining- Atstep 1145, the
rebroadcast wake packet may be broadcasted in the NCCA
mode for an NCCA time period. As explained above, adjust-
ments are made to the updated T, 1o sime_remaining 10 reflect
passage of time. In FIG. 7, both R1 and R2 devices begin
broadcasting rebroadcast wake packets at time, t;, in the
NCCA mode and continue to broadcast in the NCCA mode
until time, t,. R3 may begin broadcasting rebroadcast wake
packets at time t,, in response to receiving a rebroadcast
packet from one of device R1 and R2. Device R3 may broad-
cast in the NCCA mode for a NCCA time period before
switching to a CCA mode at time, t;. When the NCCA time
period expires at step 1150, process 1100 may proceed to step
1160.

At step 1160, the rebroadcast wake packets may be broad-
casted in a CCA mode for the remainder of the updated
Tovate_rime_remaimng: TOr €xample, between times t, and ts,
device R1 may receive rebroadcast wake packets from device
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R3, but because device R1 has already concluded its NCCA
mode broadcasts, it will not transition back into NCCA mode.
It may rebroadcast, however, in the CCA mode. After the
updated T,,.re sime_remaining €XPires, as determined at step
1170, the devices in the fabric network may be synchronized
and ready to transmit and receive fabric message packets (step
1180). FIG. 7 illustrates how the wake sequence propagates
across fabric network 500 so that each device is synchronized
and ready to transmit and receive fabric message packets by
time, T ,. Further note that because time, TA, is fixed relative
to the originator initial wake packet transmission, the CCA
period of devices that wake up later than the originator device
may be less than the CCA period of the originator device.

FIG. 12 shows illustrative timing diagram 1200 of a lone
device that forms part of a fabric network. As shown, timing
diagram 1200 includes NCAA period 1210, CCA period
1220, latch period 1230, and Wi-Fi active period 1240. CCA
period 1220 may end at time, T ,, which may signify that the
fabric network is awake. Also, at time, T ,, the device latches
at latch period 1230, after which the device’s Wi-Fi circuitry
is active and capable of performing communications. Wake
packets may be broadcasted during NCCA period 1210 and
CCA period 1220. Only one such wake packet is shown (as
packet 1212) within NCCA period 1210 to avoid overcrowd-
ing the drawing. In addition, a magnified view of packet 1212
is also illustrated to better show timing components of the
wake packet. Wake packet 1212 may be transmitted using one
of the device’s communications circuitry. In one embodi-
ment, a 6LOWPAN communications circuitry may transmit
wake packets. Each wake packet transmission may be char-
acterized by a wake packet transmission period 1213. Wake
packet transmission period 1213 may include active portion
1214 and idle portion 1215. Data representing the wake
packet may be transmitted during active portion 1214. Idle
portion 1215 may represent downtime during which the
6LOWPAN communications circuitry is not actively trans-
mitting any data.

It is during idle portion 1215 of a wake packet transmission
that another communication circuit can communicate with an
out of fabric network device such as a personal device. For
example, Bluetooth communications circuitry can communi-
cate with the personal device during the idle portion of a wake
packet transmission. In one embodiment, the Bluetooth com-
munications circuitry may communicate using a Bluetooth
Low Energy (BLE) communications protocol during the idle
portion. Thus, by providing a co-existing communications
link (e.g., the BLE link) with the personal device during the
idle portion of the wake packet transmission, a user may be
able to transmit instructions in a reliable, low latency manner
to the device prior to a latch period during which the device
activates another communications circuit (e.g., Wi-Fi cir-
cuitry).

Since wake packets are being transmitted by a first com-
munications circuit (e.g., 6LOWPAN) and the BLE packets
are being transmitted by a second communications circuit
(e.g., Bluetooth) in close time proximity of each other, co-
existence circuitry may manage the transmission of the wake
and BLE packets to avoid collisions. In some embodiments,
both the first and second communications circuits may share
the same antenna or operate on the same frequency, thereby
further requiring the use of co-existence circuitry to prevent
collisions. Further still, operation of a third communications
circuit (e.g., Wi-Fi circuitry) may need to avoid collisions
with the first and second communications circuits as it may
share the same RF medium. In some embodiments, the third
communications circuit may serve as the co-existence man-
ager of all three communication circuits.
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FIG. 13 shows an illustrative co-existence circuit 1300 for
managing operations of three communications circuits,
according to an embodiment. As shown, circuitry 1300
includes 6LOWPAN circuitry 1310, BLE circuitry 1320, Wi-
Fi circuitry 1330, and OR gates 1340 and 1342. Request for
Access (RFA) line 1311 may be connected to BLE circuitry
1320 and an input of OR gate 1340. An RFA line may be
asserted by a communication circuit when it requires access
to an RF medium. An RF medium can include an antenna
and/or a communications frequency. RFA line 1321 may be
connected to 6LOWPAN circuitry 1310 and an input of OR
gate 1340. The output of OR gate 1340 may be connected to
Wi-Fi circuitry 1330. Priority Line 1312 may be connected to
an input of OR gate 1342, and priority line 1322 may be
connected to an input of OR gate 1342. A priority line may be
asserted by a communication circuit that is requesting high
priority access to the RF medium. The output of OR gate 1342
may be connected to Wi-Fi circuitry 1330. Grant line 1331
may be connected to 6LOWPAN circuitry 1310 and BLE
circuitry 1320. Grant signals may be provided on grant line
1331 to indicate which communications circuit is granted
access to the RF medium. Grant signals may be provided by
a master circuit, which is illustrated as Wi-Fi circuitry 1330.
Each of circuitries 1310, 1320, and 1330 may require access
to the same RF medium when communicating data.

The RFA lines 1311 and 1321 may be shared among both
6LOWPAN circuitry 1310 and BLE circuitry 1320 so that the
circuits are aware of when each makes a request for access.
Such information sharing can assist in avoiding collision
events. The RFA may be provided to Wi-Fi circuitry 1330,
which decides whether to grant access. The priority lines may
specify that a particular circuit is given priority over the other
circuit and that its request to access the RF medium is of high
priority and the other communication circuits should yield
where possible. For example, 6LoWPAN circuitry 1310 may
have priority over BLE circuitry 1320 during an alarm event.
In the event of potential collisions for RF medium access,
master or host circuitry can control which circuitry is granted
access. The master or host circuitry can be a processor other
than one of the communications circuits (e.g., system proces-
sor 402) or it can be implemented by an onboard processor of
one of the communication circuits (e.g., Wi-Fi circuitry
1330).

Priority may be conveyed using one of two different
approaches. One approach uses direct notification. In this
approach, the host (e.g., Wi-Fi 1330) can issue grant com-
mand to the communications circuits to inform them which
has priority. The grant command may not necessarily be a
single Boolean value, but can include an enumeration or bit
field indicating which circuit has priority or is allowed to
assert its priority line. In another approach, implicit notifica-
tion may be used. In implicit notification, a circuit may
impliedly have priority if its priority input pin is not asserted.
If its priority input pin is asserted, then it may not have
priority.

The 6LoWPAN communication circuitry priority cases are
shown and described in Table 1.

TABLE 1

No Priority, Yield to 6LO_Priority not asserted, yield to BLE

BLE Circuitry when Grant asserted but BLE_RFA
also asserted
Priority 6LO_Priority asserted, do not yield

BLE_RFA asserted

6LO_Priority not asserted, do not yield to
BLE when Grant asserted but BLE_RFA
also asserted

No Priority, Retain access
against BLE Circuitry

The BLE communications circuitry priority cases are
shown and described in Table 2.
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TABLE 2
No Priority ~ BLE_Priority not asserted, yield to 6LoWPAN when
Grant asserted but 6LO_RFA also asserted
Priority BLE_Priority asserted, do not yield to 6LO_RFA asserted

The priority cases for Wi-Fi circuitry 1330 are described in
connection with FIGS. 14A-14B. FIG. 14A shows an illus-
trative base case in which both priority lines for 6LOWPAN
circuitry 1310 and BLE circuitry 1320 are LOW, indicating
that the these circuits are not requesting priority. In addition,
there are no pulses in 6LO_RFA nor BLE_RFA, indicating
that 6LoWPAN 1310 and BLE circuitry 1320 are not request-
ing access. From time t0 to t1, the Grant line is HIGH, imply-
ing that Wi-Fi circuitry 1330 is granting access to the RF
medium. From time, t1 to time, t2, Grant is LOW and WiFi Tx
is HIGH. Thus, Wi-Fi circuitry 1330 denies grant when it
wishes to transmit. This is also shown between time, t3 and t4.
Moreover, during the base case, 6LoWPAN circuitry 1310
and BLE circuitry 1320 may be permitted to access the RF
medium when Grant is HIGH.

FIG. 14B shows an illustrative case showing grant and
denial of 6LoWPAN circuitry 1310 access to the RF medium
based status of Grant, according to an embodiment. As
shown, between times t1 and t2, 6LO_RFA is HIGH while
Grant is HIGH, thereby enabling 61.o Tx to go HIGH. Start-
ing at time, t3, 6o Tx is initially HIGH, but this transmission
is denied at time, t4, when Grant is set LOW and WiFi Tx goes
HIGH. Then, at time t5, Grant returns to HIGH, thereby
enabling 6LLoWPAN circuitry to continue transmitting.

FIGS. 15A-D shows different illustrative 6LoWPAN pri-
ority use case, according to various embodiments. In particu-
lar, F1IG. 15A shows an illustrative base case and FIGS. 15B-
15D show priority, no priority, and Retain access against BLE
priority use cases, respectively, of Table 1. As shown in the
base case of FIG. 15A, 6LoWPAN circuitry 1310 requests
access twice and is granted access both times. In addition,
there are no collisions and 61.O_Priority and Grant are HIGH
throughout.

FIG. 15B shows an illustrative priority use case for 6L.oW-
PAN in which 6L.O_Priority is HIGH throughout. From times
t1-12, there are not request for access by either 61O or BLE,
thereby enabling Wi-Fi to revoke its Grant and transmit. At
time t3, 6LO_RFA goes HIGH and 6L.O Tx transmits from
time t3 to t4. At time t5, Wi-Fi Tx goes HIGH. However, at
time t6, 6LO_RFA goes HIGH, and because 61O has priority,
Wi-FI Tx goes LOW and 61O is permitted to transmit.

Referring now to FIG. 15C, 61.O_Priority and Grant are
HIGH throughout. At times t1-t2, BLE_RFA is HIGH, and
because 6L.O_RFA is LOW, there is no conflict, and BLE Tx
is permitted to go HIGH. At times t3-t4, 6.LO_RFA is HIGH,
and is granted access, resulting in 6O Tx going HIGH.
Starting at time t5, BLE_RFA is HIGH, and BLE Tx begins to
transmit until time, t6, at which point 6.LO_RFA goes HIGH.
Now, at time t6, there is a conflict between 6L.O_RFA and
BLE_RFA, but because 6L.O_Priority is HIGH, 6L.O Tx goes
HIGH, indicating that 6LoWPAN circuitry 1310 decides to
transmit despite the assertion by BLE circuitry 1320.

Referring now to FIG. 15D, both 6L.O_Priority and
BLE_Priority are LOW but circuitry 1300 is configured to
permit grant 6LoWPAN circuitry 1310 access in case of a
collision. Starting at time t1, 6L.LO_RFA goes HIGH and at
time t2, BLE_RFA goes HIGH, but Grant goes LOW to allow
Wi-Fi circuitry to transmit until time t3. At time t3, Grant goes
HIGH, atwhich time, 6O Tx begins transmitting (as shown).
BLE Tx does not transmit because BLE circuitry 1320 does
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not have priority and knows that 6.O_RFA has already been
asserted. BLE Tx may go HIGH as it detects the falling edge
of 6LO Tx at time t4.

The priority use cases for BLE circuitry 1320 are similar to
the priority use cases of 6LoWPAN circuitry 1310. For
example, if FIGS. 15A-15C were used to illustrate the priority
use cases of BLE circuitry 1320, the 61O priority, RFA, and
Tx labels can be transposed with the BLE priority, RFA, and
Tx labels.

FIGS. 16A and 16B show illustrative timing diagrams
where Wi-Fi circuitry 1330 is OFF, according to various
embodiments. When Wi-Fi circuitry 1330 is OFF, 6LoWPAN
circuitry 1310 and BLE circuitry 1320 are operative to arbi-
trate among themselves to determine who has access to the
RF medium. 6LoWPAN circuitry 1310 and BLE circuitry
1320 may arbitrate among themselves based on their priority
line assertions and the state of the other circuit’s RFA signal.
FIG. 16A illustrates timing diagrams where Wi-Fi is OFF and
6LoWPAN circuitry has priority, according to an embodi-
ment. As shown, 61.O_Priority and Grant are HIGH. At time
t1, 6LO_RFA goes HIGH and then goes LOW attime t2. 61.O
Tx is HIGH from times t1 to t2. At time t3, 6L.O_RFA goes
HIGH, during which time, 61O Tx is also HIGH. BLE_RFA
goes HIGH at time t4 and remains HIGH. BLE Tx continues
to yield to 6LLO Tx until time t5, at which point 6.LO_RFA
goes LOW. 6L.O Tx may not yield between times t4 and t5,
despite the pulse on BLE_RFA, because 6LoWPAN circuitry
1310 has priority.

FIG. 168 illustrates timing diagrams where Wi-Fi is OFF
and BLE circuitry has priority, according to an embodiment.
As shown, Grant and BLE_Priority are HIGH. At times t1 to
12, 61O Tx is permitted access to transmit since there is no
collision. At time t3, 6LO_RFA goes HIGH, and 6L.O Tx
begins transmitting. At time t4, however, BLE_RFA goes
HIGH. Since BLE circuitry has priority, BLE Tx takes prior-
ity over 6L.O Tx. As a result, BLE Tx goes HIGH and 61.O Tx
goes LOW.

Referring now to FIG. 17, an illustrative timing diagram
showing how the BLE circuitry attempts to communicate
with a personal device during the idle portion of a wake
packet being transmitted by 6LoWPAN circuitry during a
NCCA period, according to an embodiment. During the
NCAA period, Wi-Fi circuitry 1330 is not yet turned ON,
therefore 6LLoWPAN circuitry 1310 and BLE circuitry 1320
may arbitrate amongst themselves to determine who has
access to the RF medium. For purposes of this timing dia-
gram, assume that the 6LoWPAN has priority (e.g., because
hazard detection system has raised its alarm). FIG. 17 shows
that the NCCA wake packet transmission cycle has a period
including an active portion (as evidenced by the HIGH pulse)
and an idle portion (as evidenced by the LOW signal). The
6LoWPAN_RFA may track the active portion of each wake
packet. Since 6LoWPAN circuitry 1310 has priority, it con-
trols access to the RF medium regardless of any RFA by BLE
circuitry 620. This is shown in the FIG., as evidenced by
6LoWPAN Tx going HIGH in concert with the 6LoWPAN
pulses. BLE_RFA is shown to remain HIGH throughout the
timing diagram, thus indicating BLE circuitry 1320°s desire
to attempt communications with a personal device (not
shown). BLE circuitry 1320 is permitted to communicate
during the idle portion of each wake packet transmission. This
is shown where BLE Tx goes HIGH when 6LoWPAN Tx
goes LOW, and vice versa.

During the BLE Tx HIGH signal period, BLE circuitry
1320 attempts to communicate with one or more personal
devices. BLE circuitry 1320 may do this by 1) advertising its
presence to the personal device (e.g., on channel 37 ofa BLE
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protocol), 2) authenticating the personal device (e.g., on
channel 38 of the BLE protocol), and 3) commencing data
transfer with the personal device (e.g., on channel 39 of the
BLE protocol). BLE circuitry 1320 may perform all three
steps during a single BLE Tx session or over a series of BLE
Tx sessions. The data transfer can specify instructions for
altering the state of the system. For example, if the system is
alarming, the instruction can contain a hush instruction that
commands the system to change from an alarming state to a
hush state.

FIG. 18 shows illustrative timing diagrams of exemplary
BLE advertise, connect, and data transfer activity during BLE
transmissions, according to an embodiment. The BLE opera-
tions of advertise, connect, and data transfer may occur dur-
ing BLE_Tx activity, which occur when BLE_Tx is HIGH.
As shown in FIG. 18, the BLE operations are performed in
one of the four BLE_Tx activity windows. BLE Advertise
may occur during BLE_Tx activity window 1, and BLE con-
nect may occur during BLE_Tx activity window 2. After a
connection is made, BLE data may be transmitted between a
personal device and the system during windows 3 and 4.

FIG. 19 shows an illustrative process 1900 for enabling
rapid response to instructions generated by a personal device
(or out of fabric network device) while a hazard detection
system is engage in a fabric network wakeup event, according
to an embodiment. During the fabric network wakeup event,
one or more communications circuits may not yet be opera-
tional to conduct wireless communications. As such, these
inactive communications circuits cannot communicate with
the personal device until the system wakes up and those
circuits are activated. Thus, in the interim, a communications
circuit that is active and capable of wireless communications
may be used to communicate with the personal device. This
communications circuit may have to compete with access to
the same RF medium being used by another communication
circuit that is actively engaged in communications with other
systems in the fabric network. Process 1900 can manage the
coexistence of signals that require access to the same RF
medium in order to enable rapid interaction with a personal
device.

Starting with step 1910, a plurality of wake packets can be
broadcasted using a first wireless communication circuit,
wherein each wake packet transmission period comprises an
active portion and an idle portion, and wherein the wake
packet is transmitted during the active portion. The first wire-
less communication circuit can be a 6LoWPAN communica-
tions circuit (e.g., circuit 1310). The first wireless communi-
cation circuit may broadcast wake packets (in both NCCA
and CCA modes) for a period of time and may have priority
over any other wireless communications that may compete
for use of the same RF medium.

At step 1920, a second wireless communication circuit
may be enabled to communicate with a personal device dur-
ing the idle portion of at least one wake packet transmission
period. By enabling the second circuitry to operate during the
idle portion, the potential for collision is minimized. Co-
existence circuitry (such as circuitry 1300) may manage the
operation of the first and second communications circuits to
avoid such collisions. The second wireless communications
circuit can be BLE circuitry capable of conducting data trans-
missions with a personal device such as a cell phone that has
similar circuitry. During the idle portion of one or more wake
packet transmissions, the personal device can provide an
instruction that is received by the second communications
circuitry and acted upon by the system.

Atstep 1930, the system determines whether to alter a state
of the system in response to data communicated from the
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personal device via the second communications circuitry.
When the system receives an instruction from the personal
device, the system may first verify whether one of its state
machines will permit the instruction to be carried out. For
example, if the system is alarming, and a hush alarm com-
mand is received from the personal device, the system’s state
machine may verify whether it is permitted to transition to a
new state (e.g., a hush state) before altering state of its opera-
tion. It should be noted that in some embodiments, while the
system is transmitting wake packets, the first wireless cir-
cuitry and second wireless circuitry may be the only circuits
capable of wireless communications, and that a third wireless
communications circuitry is not yet able to conduct wireless
communications. Thus, the ability to receive and process
instructions that can alter the state of the system before it is
able to activate cloud network communications circuitry can
improve the user experience in quickly interacting with the
system.

The discussion now refers to embodiments for processing
gestures to alter the state of a system. The gestures may be
made using a personal device that is located remote and the
instructions being transmitted from the personal device to the
system may use one of the communications networks dis-
cussed above. For example, gesture based instructions may be
communicated to the system via the close proximity commu-
nications network, via the cloud based communications net-
work, or via the fabric network. The particular network used
may depend on various factors such as, for example, whether
the personal device includes the appropriate circuitry for
communicating over a particular network and the operational
state of the system.

FIGS. 20A-20C show several illustrative screen shots that
illustrate how a user can interact with his or her personal
device to alter a state of a device that can receive remotely
generated instructions, according to an embodiment. Each of
FIGS. 20A-20C show structure 2000 with rooms or regions
2001-2004 of the structure. One more or devices may exist in
each room. For example, as shown, hazard detection systems
2010 and 2011 may exist in rooms 2001 and 2002, respec-
tively, light system 2012 may exist in region 2003, and door-
bell system 2013 may exist in region 2004. Hazard detection
systems 2010 and 2011, for example, may be similar to detec-
tion systems 200, 300, or 400. Systems 2010 and 2011, light
system 2012, and doorbell system 2013 may all be network
connected devices that can communicate with each other, a
wireless router (not shown), and personal device 2022 being
used by person 2020. In some embodiments, personal device
can be an out-of-fabric network device. Personal device 2022
can be, for example, a device a user can carry in a pocket or
purse, or wear. User 2020 can interact with device 2022 to
control and/or alter a state of operation of any one of systems
2010-2013. There may be instances when device 2022 is not
permitted to control the operation of one of systems 2010-
2013 even though wireless communications are possible.
Location based restrictions may be enforced to comply with
regulatory requirements. For example, regulations may
require that a user be located within the structure, and in some
cases be within line of sight of or be in the same room as the
hazard detection system he is interacting with using his per-
sonal device. Additional details of personal device 2022 can
be found in FIGS. 21A-21C and 27.

Referring now specifically to FIG. 20B, hazard detection
systems 2010 and 2011 may be sounding their alarms. In
response to hearing the alarm, user 2020 may interact with
personal device 2022. The interaction may fall into one of
three general categories: a physical device movement gesture
interaction, a free space gesture monitored by the physical
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device, or an interaction with a user interface of the device.
Each of these categories is discussed in more detail below in
connection with FIGS. 21A-21C.

FIG. 20B shows user 2020 interacting with device 2022 by
performing any one of the three categories of interaction. In
response to the user interaction, an instruction may be wire-
lessly transmitted (as shown by the jagged line) to each of the
systems 2010-2013. Depending on various factors such as
signal strength, the distance for the signals to travel, interfer-
ence elements, the instruction may not be received by each
system. Even if each system does receive the instruction,
various additional requirements may have to be met in order
for a system to act on the instruction. In some embodiments,
one of the requirements may be a location requirement.
Assuming, for example, that hazard detection system 2010
received the instruction and all other requirements were met,
system 2011 can cease sounding its alarm in response to
receiving the instruction from device 2022. System 2010 may
have received the instruction, but one of the requirements may
not have been met, and a result, system 2010 may not cease
sounding its alarm in response to the instruction sent by
device 2022. However, systems 2010 and 2011 may be able to
communicate with each other independent of device 2022
using, for example, a fabric network. Using this separate
communications network, system 2011 can instruct system
2010 to cease sounding its alarm. FIG. 20C shows that sys-
tems 2010 and 2011 ceased sounding their alarms.

FIGS. 21A-21C show the different categories of interac-
tions with a personal device, according to an embodiment.
The three categories are shown as follows: a physical device
movement gesture interaction (FIG. 21A), a hands free ges-
ture monitored by the physical device (FIG. 21B), or an
interaction with a user interface of the device (FIG. 21C).
Each category shows illustrative sensors that may be used by
the device to detect gesture interactions and a software mod-
ule that may be used to process data obtained from those
sensors. As defined herein, a gesture is a specific movement of
at least a portion of a person’s body in free space. For
example, a person waving his arm may be considered a ges-
ture. Other examples of gestures can include movement of an
arm or finger in specific patterns or moving two arms together
or apart. Thus, gestures performed according to one of the
categories may embody the characteristics defining that cat-
egory. For example, a gesture performed according to the
physical device movement category can involve moving the
personal device in accordance with a specific gesture. This
may be akin to a person treating the personal device as an
extension of his hand, as a wand being held by the hand, or a
wearable that is attached to a wrist. For example, FIG. 22
shows several illustrative gestures where device 2200 is
moved according to specific gestures. Gesture 710 shows
device 700 being moved in a wave like motion. Gesture 2220
shows device 2200 being moved in a circular motion. Gesture
2230 shows device 2200 being moved in a zig-zag motion.
Gesture 2240 shows device 2200 being moved in a thrusting
motion. Gesture 2250 shows device 2200 being moved in a
square-like motion. Gesture 2260 shows device 2200 being
thrust forward and then turned.

Referring back to FIG. 21A, physical device movement
gestures may rely on motion detection sensors 2110.
Examples of motion sensors can include accelerometer 2111,
gyroscope 2112, and magnetometer 2113. Device move-
ments may be detected by motion detection sensors 2110 and
provided to device movement recognition module 2115.
Module 2115 may process data provided by motion detection
sensors 2110 and determine which gestures are performed.
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Gestures performed according to the hands free category
can involve user interactions within a monitorable vicinity of
the personal device. In this category, the user does not touch
orhold the personal device, but performs a hands free gesture
in the vicinity of the device. For example, the device may be
lying on a table or mounted on a wall and a user performs a
gesture in the presence of the device’s sensors. FIG. 23 shows
an illustrative device 2300 that has camera 2310 and micro-
phone 2320. Camera 2310 may be able to detect gesture
actions within its field of view, shown as 2311, and micro-
phone may be able to detect audio inputs (e.g., voice com-
mands) within its audio pickup range, shown as 2321.

Referring back to FIG. 21B, hands free gestures and other
non-device moving inputs may be monitored by one or more
device sensors 2120. Examples of such device sensor can
include camera 2121, microphone 2122, ultrasonic sensor
2123, passive infrared sensor (PIR) 2124, and ambient light
sensor (ALS)2125. Free space interactions may be monitored
by one or more of sensors 2120 and data may be provided to
free space gesture recognition module 2126. Module 2126
may process data provided by sensors 2120 and determine
whether a free space gesture or other non-device movement
gesture has been detected.

Gestures performed according to the user interface cat-
egory can involve user interactions within user interface 2130
located on the device. Such user interfaces are native to the
device and may be tactile. Examples of user interfaces include
atouch screen 2131, mechanical button 2132, capacitive but-
ton 2133, or keyboard 2134. User interface inputs are receive
via one of user interfaces 2130 and provided to user interface
processing module 2135. User interface processing module
2135 may process the data provided by the user interface and
instruct a processor or other circuitry to take an appropriate
action. FIG. 24, for example, shows an illustrative touch
screen user interface 2410 on device 2400. A user may press
a touch screen button 2411 to send a wireless instruction to a
hazard detection system. It should be understood that in some
embodiments, a user may interact with a user interface 2130
in order to access physical device movement gestures of FIG.
21A or the hands free gestures of FIG. 21B.

FIG. 25 shows an illustrative flowchart of process 2500 that
may be practiced by a personal device according to an
embodiment. The personal device may any device suitable for
processing gestures according to any one of the three catego-
ries of gestures. Beginning with optional step 2510, a device
may receive a notice from a hazard detection device. For
example, the notice may be an alarm notice. At step 2520, the
device may monitor for a gesture interaction by a user. The
gesture interaction may specify a command to alter a state of
the hazard detection system. The device may determine
whether a gesture interaction is recognized, as indicated by
step 2530. For example, the device may leverage motion
detection sensors 2110 or sensors 2120, and corresponding
modules 2115 and 2126 to determine whether a gesture is
recognized.

At step 2540, an instruction can be transmitted to the haz-
ard detection device in response to determining that a gesture
interaction is recognized. The instruction can include a com-
mand to alter a state of the hazard detection system. For
example, the instruction can include a silence alarm com-
mand. The instruction can include other data that may be used
by hazard detection system. This other data may include
location data. Location data may include GPS data or it can
include a proprietary location scheme that identifies where
within a structure the device is located. The proprietary loca-
tion scheme may leverage the device’s ability to communi-
cate with all the wireless devices within a structure, thereby
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enabling the device to triangulate its position within the struc-
ture. The device may update its position on a periodic basis.

The location information may be used by the system
receiving the instruction to verify that the device is in a
location that satisfies certain requirements before it executes
any commands that are associated with the instruction. For
example, Underwriter Laboratory may require confirmation
that that a user is in the line of sight or within the same room
as the hazard detection system before the system takes action
in response to an instruction generated by a remote device. As
an optional addition to any location information that may be
transmitted to the hazard detection system, or an alternative
thereto, the device may transmit an audio location signal, as
indicated by step 2550.

The audio location signal may be a high frequency audio
signal that is emitted by a device. The frequency of the audio
signal may be above or below the frequency range that can be
heard by humans and/or canines. An advantage of using an
audio frequency signal for specifying location may be that
audio signals do not carry through walls and other elements of
a structure as easily as wireless signals. Thus, audio signals, at
least compared to wireless signals, may provide a more accu-
rate location determination. In some applications, use of
audio signals may be used to confirm that the device trans-
mitting the instruction is within line of sight location of the
hazard detection system.

It is understood that the steps shown and discussed in
connection with FIG. 25 are merely illustrative and that addi-
tional steps may be added, steps may be omitted, and steps
may be arranged in a different order. For example, the hazard
detection system may be replaced with a non-hazard detec-
tion system such as a thermostat, doorbell system, or a light
system. Such non-hazard systems may not require verifica-
tion of the device’s location. Accordingly, the device may not
have to provide any location information or emit an audio
signal when providing an instruction to such systems.

FIG. 26 shows an illustrative flowchart of process 2600 that
may be practiced by a hazard detection device according to an
embodiment. Starting with step 2610, a hazard detection sys-
tem may begin alarming. This step is merely illustrative as the
hazard detection system may be pre-alarming or be operating
in another state. At step 2620, an instruction may be received
from a personal device. The instruction can be generated in
response to a user gesture that falls within any one of the three
categories discussed above. In some embodiments, the
instruction can be generated in response to physical device
manipulation gestures or monitored free space gestures.

At step 2630, a location of the personal device can be
determined. The location of the personal device can be deter-
mined using any one of a number of suitable techniques. In
one embodiment, the system can evaluate location data
included with the received instruction. For example, the loca-
tion data can be GPS data. As another example, the location
data can be part of a proprietary location data system such as
the proprietary system discussed in connection with FIG. 25.
In another embodiment, the hazard detection system can tri-
angulate the location of the personal device. The hazard
detection system may be able to communicate with other
devices within a structure and coordinate a device location
triangulation program. In yet another embodiment, the hazard
detection may use a microphone to detect an audio location
signal being emitted by the personal device.

At step 2640, the system can verify that the location satis-
fies at least one condition. The at least one condition can
include a threshold or evaluation criteria for ensuring that the
location is verified. The conditions may change based on
which location metric is being used. For example, for GPS
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data, a range of GPS coordinates may set the meets and
bounds of where the device needs to be to satisfy the condi-
tion. As another example, for audio location signals, the con-
dition may specify a minimum amplitude threshold has to be
met or exceeded in order to verify the location.

At step 2650, a state of the hazard detection system may be
selectively altered, based on the received instruction, when
satisfaction of the at least one condition is verified. For
example, if the hazard detection system is alarming, and the
instruction includes a cease alarming command, the system
may change from an alarming state to a hush alarm state. At
step 2660, the hazard detection may ignore or discard the
instruction if the at least one condition is not verified.

FIG. 27 is a schematic view of an illustrative electronic
device 2700. Electronic device 2700 may be any portable,
mobile, or hand-held electronic device that can operate wher-
ever the user travels. Alternatively, electronic device 2700
may not be portable at all, but may instead be generally
stationary. Electronic device 2700 can include, but is not
limited to, a music player, video player, still image player,
game player, virtual or augmented reality device, other media
player, music recorder, movie or video camera or recorder,
still camera, other media recorder, radio, medical equipment,
domestic appliance, transportation vehicle instrument, musi-
cal instrument, calculator, cellular telephone, smart phone,
other wireless communication device, personal digital assis-
tant, remote control, pager, computer (e.g., a desktop, laptop,
tablet, server, etc.), monitor, television, stereo equipment, set
up box, set-top box, boom box, modem, router, printer, and
combinations thereof. In some embodiments, electronic
device 2700 may perform a single function (e.g., a device
dedicated to presented product content rendered at the data-
center and for processing inputs to control aspects of the
product content presented on the device) and, in other
embodiments, electronic device 2700 may perform multiple
functions (e.g., a device that locally renders product content
for presentation, plays music, and receives and transmits tele-
phone calls).

First electronic device 2700 may include a processor or
control circuitry 2702, graphics processing unit 2703,
memory 2704, communications circuitry 2706, power supply
2708, input component 2710, display 2712, audio input/out-
put 2713, and sensor 2714. Electronic device 2700 may also
include a bus 2716 that may provide one or more wired or
wireless communications links or paths for transferring data
and/or power to, from, or between various other components
ofelectronic device 2700. In some embodiments, one or more
components of electronic device 2700 may be combined or
omitted. Moreover, first electronic device 2700 may include
other components not combined or included in FIG. 27 and/or
several instances of the components shown in FIG. 27. For the
sake of simplicity, only one of each of the components of
electronic device 2700 is shown in FIG. 27.

Memory 2704 of electronic device 2700 may include one
or more storage mediums, including for example, a hard-
drive, flash memory, permanent memory such as read-only
memory (“ROM”), semi-permanent memory such as random
access memory (“RAM”), any other suitable type of storage
component, or any combination thereof. Memory 2704 may
include cache memory, which may be one or more different
types of memory used for temporarily storing data for elec-
tronic device applications. Memory 2704 may store media
data (e.g., music and image files), software (e.g., for imple-
menting functions on electronic device 2700), firmware, pref-
erence information (e.g., media playback preferences), trans-
action information (e.g., information such as credit card
information), wireless connection information (e.g., informa-
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tion that may first electronic device 2700 to establish a wire-
less connection), subscription information (e.g., information
that keeps track of gaming services or other media a user
subscribes to), contact information (e.g., telephone numbers
and e-mail addresses), calendar information, any other suit-
able data, or any combination thereof.

Communications circuitry 2706 of electronic device 2700
may be provided to allow electronic device 27100 to commu-
nicate with one or more other electronic devices, datacenters,
or servers using any suitable communications protocol. For
example, communications circuitry 2706 may support Wi-Fi
(e.g., an 802.11 protocol), Ethernet, Bluetooth™, Blue-
tooth™ Low Energy (“BLE”), high frequency systems (e.g.,
900 MHz, 2.4 GHz, and 5.6 GHz communication systems),
infrared, transmission control protocol/internet protocol
(“TCP/IP”) (e.g., any of the protocols used in each of the
TCP/IP layers), hypertext transfer protocol (“HTTP”), Bit-
Torrent™, file transfer protocol (“FTP”), real-time transport
protocol (“RTP”), real-time streaming protocol (“RTSP”),
secure shell protocol (“SSH”), any communications protocol
that may be used by wireless and cellular telephones and
personal e-mail devices (e.g., Global System for Mobile
Communications (“GSM”), GSM plus Enhanced Data rates
for GSM Evolution (“EDGE”), Code Division Multiple
Access (“CDMA”), Orthogonal Frequency-Division Mul-
tiple Access (“OFDMA”), high speed packet access
(“HSPA”), multi-band, etc.), any other communications pro-
tocol, or any combination thereof. Communications circuitry
2706 may also include circuitry that can enable electronic
device 2700 to be electrically coupled to another device (e.g.,
a game controller or an accessory device) and communicate
with that other device, either wirelessly or via a wired con-
nection.

Power supply 2708 of electronic device 2700 may provide
power to one or more of the components of electronic device
2700. In some embodiments, power supply 2708 can be
coupled to a power grid (e.g., when device 2700 is not a
portable device, such as a desktop computer). In some
embodiments, power supply 2708 can include one or more
batteries for providing power (e.g., when device 2700 is a
portable device, such as a smartphone). As another example,
power supply 2708 can be configured to generate power from
a natural source (e.g., solar power using solar cells).

One or more input components 2710 of electronic device
2700 may be provided to permit a user to interact or interface
with first electronic device 2700. For example, input compo-
nent 2710 can take a variety of forms, including, but not
limited to, a touch pad, dial, control pad, touch screen, one or
more buttons (e.g., a keyboard), mouse, joy stick, track ball,
microphone, camera, proximity sensor, light detector, and
combinations thereof. Each input component 2710 can be
configured to provide one or more dedicated control func-
tions for making selections or issuing commands associated
with operating electronic device 2700.

Electronic device 2700 may also include one or more out-
put components that may present information (e.g., graphical,
audible, and/or tactile information) to a user of first electronic
device 2700. An output component of electronic device 2700
may take various forms, including, but not limited to, audio
speakers, headphones, audio line-outs, visual displays, anten-
nas, infrared ports, rumblers, vibrators, or combinations
thereof.

For example, as shown in FIG. 27, electronic device 2700
may include display 2712 as an output component. Display
2712 may include any suitable type of display or interface for
presenting visual data to a user. In some embodiments, dis-
play 2712 may include a display embedded in electronic
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device 2700 or coupled to electronic device 2700 (e.g., a
removable display). Display 2712 may include, for example,
a liquid crystal display (“LCD”), a light emitting diode
(“LED”) display, an organic light-emitting diode (“OLED”)
display, a surface-conduction electron-emitter display
(“SED”), a carbon nanotube display, a nanocrystal display,
any other suitable type of display, or combination thereof.
Alternatively, display 2712 can include a movable display or
a projecting system for providing a display of content on a
surface remote from first electronic device 2700, such as, for
example, a video projector, a head-up display, or a three-
dimensional (e.g., holographic) display. As another example,
display 2712 may include a digital or mechanical viewfinder,
such as a viewfinder of the type found in compact digital
cameras, reflex cameras, or any other suitable still or video
camera.

In some embodiments, display 2712 may include display
driver circuitry, circuitry for driving display drivers, or both.
Display 2712 can be operative to display content (e.g., prod-
uct content, application screens for applications implemented
on first electronic device, information regarding ongoing
communications operations, information regarding incoming
communications requests, device operation screens, etc.) that
may be under the direction of processor 2702. Display 2712
can be associated with any suitable characteristic dimensions
defining the size and shape of the display. For example, the
display can be rectangular or have any other polygonal shape,
or alternatively can be defined by a curved or other non-
polygonal shape (e.g., a circular display). Display 2712 can
have one or more primary orientations for which an interface
can be displayed, or can instead or in addition be operative to
display an interface along any orientation selected by a user.

It should be noted that one or more input components and
one or more output components may sometimes be referred to
collectively herein as an input/output (“I/O”) component or
1/O interface (e.g., input component 2710, display 2712,
audio input/output 2713 as [/O component or I/O interface
2711). For example, input component 2710 and display 2712
may sometimes be a single I/O component 2711, such as a
touch screen, that may receive input information through a
user’s touch of a display screen and that may also provide
visual information to a user via that same display screen.

Audio input/output 2713 of electronic device 2700 may
include any suitable audio codec for outputting audio signals
to a speaker and for receiving audio signals from a micro-
phone. In some embodiments, audio 2713 may only output
audio signals, and in other embodiments, it may only receive
audio signals. A video input/output (not shown) may also be
included as part of electronic device 2700 for outputting
and/or receiving video signals.

Sensor 2714 of electronic device 2700 may include any
suitable motion sensor operative to detect movements of first
electronic device 2700. For example, sensor 2714 may be a
motion-sensing component operative to detect movement of
first electronic device 2700. In some embodiments, sensor
2714 may include one or more three-axis acceleration motion
sensors (e.g., an accelerometer) operative to detect linear
acceleration in three directions (i.e., the X- or left/right direc-
tion, the y- or up/down direction, and the z- or forward/
backward direction). As another example, sensor 2714 may
include one or more single-axis or two-axis acceleration
motion sensors which may be operative to detect linear accel-
eration only along each of the x- or left/right direction and the
y- or up/down direction, or along any other pair of directions.
In some embodiments, sensor 2714 may include an electro-
static capacitance (e.g., capacitance-coupling) accelerometer
that is based on silicon micro-machined micro electro-me-
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chanical systems (“MEMS”) technology, including a heat-
based MEMS type accelerometer, a piezoelectric type accel-
erometer, a piezo-resistance type accelerometer, or any other
suitable accelerometer.

In some embodiments, sensor 2714 may be operative to
directly or indirectly detect rotation, rotational movement,
angular displacement, tilt, position, orientation, motion along
a non-linear (e.g., arcuate) path, or any other non-linear
motions. In some embodiments, sensor 2714 may alterna-
tively or additionally include one or more gyro-motion sen-
sors or gyroscopes for detecting rotational movement. For
example, sensor 2714 may include a rotating or vibrating
element. Using sensor 2714, first electronic device 2700 can
determine an orientation of display 2712, for example.

Processor 2702 of electronic device 2700 may include any
processing circuitry operative to control the operations and
performance of one or more components of first electronic
device 2700. For example, processor 2702 may receive input
signals from input component 2710 and/or drive output sig-
nals through display 2712. In some embodiments, as shown in
FIG. 27, processor 2702 may be used to run software 2717.
Software 2717 may include, butis not limited to, an operating
system, one or more operating system applications, firmware
applications, media playback applications, media editing
applications, or any other suitable applications. For example,
processor 2702 may load software 2717 as a user interface
program to determine how instructions or data received via an
input component 2710 or other component of device 2700
may manipulate the way in which information is stored and/or
provided to the user via an output component (e.g., display
2712). Software 2717 may be accessed by processor 2702
from any suitable source, such as from memory 2704 (e.g.,
via bus 2716), or from any other suitable source. Electronic
device 2700 (e.g., processor 2702, memory 2704, or any other
components available to device 2700) may be configured to
process graphical data at various resolutions, frequencies,
intensities, and various other characteristics as may be appro-
priate for the capabilities and resources of first electronic
device 2700.

Electronic device 27100 may also be provided with a hous-
ing 2701 that may at least partially enclose one or more of the
components of first electronic device 2700 for protection
from debris and other degrading forces external to device
2700. In some embodiments, one or more of the components
of first electronic device 2700 may be provided within its own
housing (e.g., input component 2710 may be an independent
keyboard or mouse within its own housing that may wire-
lessly or through a wire communicate with processor 2702,
which may be provided within its own housing).

Electronic device 2700 can be a generic representation the
hardware and software of a particular platform or client
device. Each platform is different. The differences can be
characterized by hardware configurations, software configu-
rations, and ability to locally render a product. As defined
herein, locally rendered refers to a device that performs
graphical and computational rendering of content by process-
ing components (e.g., program code) of a product. For
example, at least processor 2702 and graphics processing unit
2703 of any platform may be used to render content using
components of a product.

Any processes described with respect to FIGS. 1-27, as
well as any other aspects of the invention, may each be imple-
mented by software, but may also be implemented in hard-
ware, firmware, or any combination of software, hardware,
and firmware. They each may also be embodied as machine-
or computer-readable code recorded on a machine- or com-
puter-readable medium. The computer-readable medium
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may be any data storage device that can store data or instruc-
tions that can thereafter be read by a computer system.
Examples of the computer-readable medium may include, but
are not limited to, read-only memory, random-access
memory, flash memory, CD-ROMs, DVDs, magnetic tape,
and optical data storage devices. The computer-readable
medium can also be distributed over network-coupled com-
puter systems so that the computer readable code is stored and
executed in a distributed fashion. For example, the computer-
readable medium may be communicated from one electronic
subsystem or device to another electronic subsystem or
device using any suitable communications protocol. The
computer-readable medium may embody computer-readable
code, instructions, data structures, program modules, or other
data in a modulated data signal, such as a carrier wave or other
transport mechanism, and may include any information deliv-
ery media. A modulated data signal may be a signal that has
one or more of its characteristics set or changed in such a
manner as to encode information in the signal.

It is to be understood that any or each module or state
machine discussed herein may be provided as a software
construct, firmware construct, one or more hardware compo-
nents, or acombination thereof. For example, any one or more
of the state machines or modules may be described in the
general context of computer-executable instructions, such as
program modules, that may be executed by one or more
computers or other devices. Generally, a program module
may include one or more routines, programs, objects, com-
ponents, and/or data structures that may perform one or more
particular tasks or that may implement one or more particular
abstract data types. It is also to be understood that the number,
configuration, functionality, and interconnection of the mod-
ules or state machines are merely illustrative, and that the
number, configuration, functionality, and interconnection of
existing modules may be modified or omitted, additional
modules may be added, and the interconnection of certain
modules may be altered.

Whereas many alterations and modifications of the present
invention will no doubt become apparent to a person of ordi-
nary skill in the art after having read the foregoing descrip-
tion, it is to be understood that the particular embodiments
shown and described by way of illustration are in no way
intended to be considered limiting. Therefore, reference to
the details of the preferred embodiments is not intended to
limit their scope.

What is claimed is:

1. An electronic device, comprising:

a housing configured to enclose components of the elec-

tronic device;

apower source operative to supply power to components of

the electronic device;

memory for storing information;

first communications circuitry operative to perform mesh

networking with a plurality of other electronic devices
that form, together with the electronic device, a fabric
network;

second communication circuitry operative to perform

point-to-point communications with another electronic
device that is not part of the fabric network;

third communications circuitry operative to perform com-

munications over the Internet via a wireless router; and

a processor coupled to each of the first, second, and third

communications circuitry and operative to facilitate the
communication of data via the first, second, and third
communications circuitry.

2. The electronic device of claim 1, wherein the first com-
munications circuitry is operative to communicate in accor-
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dance with the 802.15.4 standard, the second communica-
tions circuitry is operative to communicate in accordance
with the Bluetooth standard, and the third communications
circuitry is operative to communicate in accordance with the
802.11 standard.

3. The electronic device of claim 1, wherein the first com-
munications circuitry is operative to broadcast one or more
wake packets to one or more other electronic devices that
form part of the fabric network, the one or more wake packets
causing the one or more other electronic devices that form
part of the fabric network to transition from a sleep state to a
wake state.

4. The electronic device system of claim 1, wherein the
second communications circuitry is operative to:

advertise the existence of the electronic device to the

another electronic device that is not part of the fabric
network;

authenticate the another electronic device that is not part of

the fabric network; and

process data received from the another electronic device

that is not part of the fabric network after the another
electronic device that is not part of the fabric network is
authenticated.

5. The electronic device of claim 4, wherein the data
received from the another electronic device that is not part of
the fabric network comprises a command that instructs the
electronic device to change its state of operation.

6. The electronic device of claim 1, wherein the fabric
network functions as a relay for facilitating communication
between two devices that are not able to directly communi-
cate with each other.

7. The electronic device of claim 1, wherein the first com-
munications circuitry operative to:

broadcast a wake message to the devices that form the

fabric network; and

transmit a message after the devices that form the fabric

network are awake.

8. The electronic device of claim 1, wherein the first com-
munications circuitry operative to:

receive a message from at least one device that forms part

of the fabric network; and

re-broadcast the received message over the fabric network.

9. The electronic device of claim 1, wherein the third com-
munications circuitry is operative to push monitored data to a
server via the Internet.

10. The electronic device of claim 1, wherein the third
communications circuitry is operative to push notifications to
a portable electronic device via the Internet.

11. The electronic device of claim 1, wherein the third
communications circuitry is operative to receive software
updates from a server via the Internet.

12. The electronic device of claim 1, wherein the processor
is operative to:

coordinate operation of the first and second communica-

tions circuitry, wherein the first communications cir-
cuitry broadcast packets over the fabric message during
an active portion of a broadcast period, and wherein the
second communications circuitry communicates data
during an idle portion of the broadcast period.
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13. The electronic device of claim 1, wherein the third
communications circuitry is operative to manage transmis-
sion rights of the first and second communications circuitry.

14. The electronic device of claim 13, wherein the third
communications circuitry is operative to:

receive request for access from the first and second com-

munications circuitry; and

receive priority indications from the first and second com-

munications circuitry.

15. The electronic device of claim 14, wherein the third
communications circuitry is operative to grant transmission
rights to one of the first and second communications circuitry
that is requesting priority.

16. The electronic device of claim 14, wherein the first
communications circuitry receives any request for access
from the second communications circuitry, and wherein the
second communications circuitry receives any request for
access from the first communications circuitry.

17. The electronic device of claim 1, further comprising at
least one sensor, wherein when the at least one sensor moni-
tors an event, the processor is operative to prioritize usage of
the first, second, and third communications circuitry to com-
municate the monitored event.

18. The electronic device of claim 17, wherein the at least
one sensor is selected from the group consisting of a motion
detector, a smoke detector, a carbon monoxide detector, an
ambient light sensor, a temperature sensor, a humidity sensor,
and any combination thereof.

19. The electronic device of claim 1, wherein the power
source is operative to supply power to the components
according to a low power state and a high power state, and
wherein when the third communications circuitry is inoper-
able when the power source is supplying power according to
the low power state.

20. The electronic device of claim 1, further comprising:

a first OR gate including a first input coupled to a request

for access (RFA) output pin of the first communications
circuitry, a second input coupled to a RFA output pin of
the second communications circuitry, and an output
coupled to a RFA pin of the third communications cir-
cuitry; and

a second OR gate including a first input coupled to a pri-

ority pin of the first communications circuitry, a second
input coupled to a priority pin of the second communi-
cations circuitry, and an output coupled to a priority pin
of the third communications circuitry,

wherein the RFA output pin of the first communications

circuitry is coupled to an RFA input pin of the second
communications circuitry,

wherein the RFA output pin of the second communications

circuitry is coupled to an RFA input pin of the first
communications circuitry, and

wherein a grant output pin of the third communications

circuitry is coupled to a grant input pin of the first com-
munications circuitry and to a grant input pin of the
second communications circuitry.
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